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Rough hypercuboid based supervised clustering
of miRNAs

Sushmita Paul* and Julio Vera

The microRNAs are small, endogenous non-coding RNAs found in plants, animals, and some viruses,

which function in RNA silencing and post-transcriptional regulation of gene expression. It is suggested

by various genome-wide studies that a substantial fraction of miRNA genes is likely to form clusters. The

coherent expression of the miRNA clusters can then be used to classify samples according to the

clinical outcome. In this regard, a new clustering algorithm, termed as rough hypercuboid based

supervised attribute clustering (RH-SAC), is proposed to find such groups of miRNAs. The proposed

algorithm is based on the theory of rough set, which directly incorporates the information of sample

categories into the miRNA clustering process, generating a supervised clustering algorithm for miRNAs.

The effectiveness of the new approach is demonstrated on several publicly available miRNA expression

data sets using support vector machine. The so-called B.632+ bootstrap error estimate is used to

minimize the variability and biasedness of the derived results. The association of the miRNA clusters to

various biological pathways is also shown by doing pathway enrichment analysis.

1 Introduction

MicroRNA/miRNAs are a class of short approximately 22-nucleotide

non-coding RNAs processed from hairpin precursors of B70 nt

(pre-miRNA), extracted, in turn, from primary transcripts

(pri-miRNA) found in many plants and animals. Their roles

have been studied in many crucial biological processes, including

development, differentiation, apoptosis and cell proliferation,1–4

as well as numerous human diseases, such as chronic lymphocytic

leukemia, fragile X syndrome, and various types of cancers.5–8 The

binding of miRNAs to the 30 untranslated region of the mRNA

leads to the down regulation of that mRNA expression.

It has been shown by ref. 9 that the miRNAs on a genome

tend to present in a cluster. However, the evolutionary and

biological function implications of clustered miRNAs are still

elusive. In ref. 10, a clustering algorithm is described to identify

miRNA clusters. Chan et al.11 used a data mining approach to

discover miRNA cluster patterns. According to Wang et al.,12

the set of miRNAs that are closely distributed in genome is

termed as the miRNA cluster. Large scale surveys13,14 have

established the fact that miRNAs have tendency to present in

clusters. Based on these studies, it is confirmed that miRNA

clusters are widely distributed in animal genomes.15,16 The

miRNA clusters adapt special regulatory functions in biological

processes due to the conservation of miRNA clusters across

species.9 It has been reported that at a very conservative

maximum inter-miRNA distance of 1 kb, over 30% of all

miRNAs are organized into clusters.9 Expression analyses

showed strong positive correlations among the closely located

miRNAs, indicating that they may be controlled by common

regulatory element(s). In fact, experimental evidence demon-

strated that clustered miRNA loci form an operon-like gene

structure and that they are transcribed from common promoter.

Hence, it is assumed that the genomic coordination of clustered

miRNA genes, which further leads to their coordinated transcrip-

tion, will consequently result in a functional coordination.12

Existence of co-expressed miRNAs is also demonstrated using

expression profiling analysis in ref. 17. Several miRNA clusters

have been experimentally shown by RT-PCR or Northern

blotting.18,19 These findings suggest that members of a miRNA

cluster, which are at a close proximity on a chromosome, are

highly likely to be processed as co-transcribed units. Expression

data of miRNAs can be used to detect clusters of miRNAs as it is

suggested that co-expressed miRNAs are co-transcribed, so they

should have similar expression pattern.

Few methods have been employed to identify differentially

expressed miRNAs. Most of the analysis are based on statistical

tests.20–29 In few works, significance analysis of microarrays is

used to select miRNAs from its expression data.30–35 Along with

expression data, sequence data of miRNAs are used to identify

potential miRNAs. In ref. 36, Xue et al. developed a method,

termed as Triplet-SVM, that uses sequence data to classify real

pre-miRNAs and pseudo pre-miRNAs using support vector

machine. Computational methods like miRNA-dis,37 iMcRNA,38
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and iMiRNA-PseDPC39 are also developed to identify microRNA

precursor using sequence data.

Several unsupervised clustering techniques have been used

to cluster a miRNA expression data. Several authors used hier-

archical clustering algorithms,20,28,40 self organizing maps,41

and rough-fuzzy clustering algorithms10 to group miRNAs having

similar function. Other clustering techniques such as k-means

algorithm,42 graph theoretical approaches,43–46 model based

clustering,47–50 rough set based clustering algorithms,10,51 and

density based approach,52 which have been widely applied to

find co-expressed gene clusters, can also be used to group

co-expressed miRNAs from microarray data. However, the

groups of miRNAs discovered by all these unsupervised clustering

algorithms are not potential enough to do tissue classification,53

as the miRNAs are grouped based on their similarity without

incorporating the class label information.

In this regard, several supervised clustering algorithms are

proposed to cluster gene expression data.53–56 In ref. 53, genes

are clustered by incorporating the knowledge of tissue. On the

other hand, hierarchical clustering is employed on the gene

expression data and the average of resultant clustering solu-

tions are further used to do sample classification. Only in the

later part, information of the class label is incorporated.56 In

ref. 55, a fuzzy-rough supervised gene clustering algorithm is

described, which uses fuzzy equivalence classes to compute

relevance of the clusters, that makes the algorithm sensitive to

the fuzzy parameter. However, none of the works has addressed

the problem of supervised clustering of miRNAs.

Also, one of the main problems in expression data analysis is

uncertainty. Some of the sources of this uncertainty include

imprecision in computations and vagueness in class definition.

In this background, the rough set57 provides a mathematical

framework to capture uncertainties associated with human

cognition process.58,59 In ref. 60–62, rough sets have been

successfully used to identify differentially expressed genes from

gene expression data. Importance of rough sets is also shown in

clustering analysis. Rough sets are used to design clustering

algorithms,51,63 to identify groups of co-expressed genes from

gene microarray data sets.

In this regard, this paper presents a new rough hypercuboid

based supervised clustering algorithm. It is developed by inte-

grating the concepts of rough hypercuboid equivalence parti-

tion matrix62,64 and supervised attribute clustering algorithm.55

It finds coregulated clusters of miRNAs whose collective expres-

sion is strongly associated with the sample categories. Using

the concept of rough hypercuboid equivalence partition matrix,

the degree of dependency is calculated for miRNAs, which is used

to compute both relevance and significance of the miRNAs.

Hence, the only information required in the proposed method

is in the form of equivalence classes for each miRNA, which can

be automatically derived from the data set. A new measure is

introduced for calculating similarity between two miRNAs. Based

upon the similarity values, the miRNAs are grouped into cluster.

The proposed supervised clustering algorithm divides the miRNA

expression data into distinct clusters. In each cluster, the first

selected miRNA has high relevance value with respect to the class

label and it is the representative of the cluster. The representa-

tive is modified in such a way that the averaged expression

value has high relevance value with the class label. Finally, the

proposed method generates a set of clusters, whose coherent

average expression levels allow perfect discrimination of tissue

types. The concept of B.632+ error rate65 is used to minimize

the variability and biasedness of the derived results. The

support vector machine is used to compute the B.632+ error

rate as well as several other types of error rates as it maximizes

the margin between data samples in different classes. The

effectiveness of the proposed approach, along with a compar-

ison with other related approaches, is demonstrated on several

miRNA expression data sets.

The structure of the rest of this paper is as follows: Section 2

briefly introduces rough set theory. Section 3 describes the rough

hypercuboid equivalence partitionmatrix. The supervised similarity

measure is also discussed in this section, along with the proposed

rough hypercuboid based supervised miRNA clustering algorithm.

Finally, B.632+ error rate, support vector machine, and important

steps of the proposed method are also described in this section.

A few case studies and a comparison with existing algorithms are

presented in Section 4. Concluding remarks are given in Section 5.

2 Rough sets

The proposed supervised miRNA clustering algorithm is devel-

oped by using the concept of rough sets. This section describes

the basic concepts of rough sets. Let hU,Mi be an approximation

space or an information system, where U = {s1,. . .,si,. . .,sn} be a

non-empty set, the universe of discourse and M is a family of

attributes or miRNAs, also called knowledge in the universe.

V is the value domain of M and f is an information function

f: U � M - V.57 Any subset P of knowledge M defines an

equivalence or indiscernibility relation IND(P) on U

IND(P) = {(si,sj) A U � U|8a A P, fa(si) = fa(sj)}.

If (si,sj) A IND(P), then si and sj are indiscernible by

attributes from P. The partition of U generated by IND(P) is

denoted as

U/IND(P) = {[si]P: si A U} (1)

where [si]P is the equivalence class containing si. The elements

in [si]P are indiscernible or equivalent with respect to knowl-

edge P. Equivalence classes, also termed as information gran-

ules, are used to characterize arbitrary subsets of U. The

equivalence classes of IND(P) and the empty set + are the

elementary sets in the approximation space hU,Mi.
Given an arbitrary set XD U, in general, it may not be possible

to describe X precisely in hU,Mi. One may characterize X by a pair

of lower and upper approximations defined as follows:57

PðXÞ ¼
[

si½ �Pj si½ �P� X
� �

and

PðXÞ ¼
[

si½ �Pj si½ �P\Xa+
� �

:

Paper Molecular BioSystems

P
u
b
li

sh
ed

 o
n
 1

4
 M

ay
 2

0
1
5
. 
D

o
w

n
lo

ad
ed

 b
y
 U

n
iv

er
si

ta
t 

E
rl

an
g
en

 N
u
rn

b
er

g
 o

n
 2

4
/0

1
/2

0
1
7
 1

0
:1

3
:3

2
. 

View Article Online



2070 | Mol. BioSyst., 2015, 11, 2068--2081 This journal is©The Royal Society of Chemistry 2015

Hence, the lower approximation PðXÞ is the union of all the

elementary sets which are subsets of X, and the upper approxi-

mation PðXÞ is the union of all the elementary sets which have

a non-empty intersection with X. The tuple PðXÞ;PðXÞ
� �

is the

representation of an ordinary set X in the approximation space

hU,Mi or simply called the rough sets of X. The lower (respec-

tively, upper) approximation PðXÞ (respectively, PðXÞ) is inter-
preted as the collection of those elements of U that definitely

(respectively, possibly) belong to X. The lower approximation is

also called positive region sometimes, denoted as POSP(X).

A set X is said to be definable or exact in hU,Mi iff PðXÞ ¼ PðXÞ.
Otherwise X is indefinable and termed as a rough set.57

Definition 1. An information system hU,Mi is called a

decision table if the attribute set M = C , D, where C and D

represent the condition and decision attribute sets, respec-

tively. The dependency between C and D can be defined as57

gCðDÞ ¼
POSCðDÞj j

Uj j (2)

where POSCðDÞ ¼ [CXi, Xi is the ith equivalence class induced

by D and |�| denotes the cardinality of a set.

Definition 2. The change in dependency when an attribute/

miRNA is removed from the set of condition attributes/

miRNAs, is a measure of the significance of the attribute or

miRNA. To what extent an attribute is contributing to calculate

the dependency on decision attribute can be calculated by

the significance of that attribute. Given C, D and an attribute

M A C, the significance of the attribute M is defined as:57

sC(D,M) = gC(D) � gC�{M}(D). (3)

The nearer the value of attribute/miRNA M is to 1, the more

it is significant.

3 Proposed rough hypercuboid based
supervised attribute clustering

In this paper, a new clustering algorithm is developed based

on rough hypercuboid equivalence partition matrix.62,64 The

concept of rough hypercuboid was initially introduced in ref. 64

and 66 and it was successfully used in ref. 62. A new rough

hypercuboid based similarity measure is proposed, as every

clustering algorithm need a distance or similarity measure

to group objects. The relevance of a cluster is also calculated

using rough hypercuboid based dependency measure. Prior to

describe the proposed supervised attribute clustering algo-

rithm, next the concept of rough hypercuboid equivalence

partition matrix62,64 is described.

3.1 Rough hypercuboid equivalence partition matrix

Let U = {s1,. . .,si,. . .,sn} be the set of n objects or samples and

C = {M1,. . .,Mi,. . .,Mj,. . .,Mm} denotes the set ofm attributes or

miRNAs of a given microarray data set T = {wij|i = 1,. . .,m, j =

1,. . .,n}, where wij 2 < is the measured expression value of the

miRNA Mi in the sample sj. Let D be the set of class labels or

sample categories of n samples.

If U/D = {b1,. . .,bi,. . .,bc} denotes c equivalence classes or

information granules of U generated by the equivalence rela-

tion induced from the decision attribute set D, then c equiva-

lence classes of U can also be generated by the equivalence

relation induced from each condition attribute or miRNAMkAC.

If U/Mk = {m1,. . .,mi,. . .,mc} denotes c equivalence classes or infor-

mation granules of U induced by the condition attribute or

miRNA Mk and n is the number of objects in U, then

c-partitions of U are the sets of (cn) values {hij(Mk)} that can

be conveniently arrayed as a (c � n) matrix H(Mk) =

[hij(Mk)].
62,64 The matrix H(Mk) is denoted by

H Mkð Þ ¼

h11 Mkð Þ h12 Mkð Þ � � � h1n Mkð Þ

h21 Mkð Þ h22 Mkð Þ � � � h2n Mkð Þ

� � � � � � � � � � � �

hc1 Mkð Þ hc2 Mkð Þ � � � hcn Mkð Þ

0

B

B

B

B

B

B

@

1

C

C

C

C

C

C

A

(4)

where hij Mkð Þ ¼
1 if Li � xj Mkð Þ � Ui

0 otherwise
:

(

(5)

The tuple [Li,Ui] represents the interval of ith class bi

according to the decision attribute set D. The interval [Li,Ui]

is the value range of condition attribute or miRNA Mk with

respect to class bi. It is spanned by the objects with same class

label bi. That is, the value of each object sj with class label bi
falls within interval [Li,Ui]. This can be viewed as a supervised

granulation process, which utilizes class information.

Generally, an m-dimensional hypercuboid or hyperrectangle

is defined in the m-dimensional Euclidean space, where the

space is defined by the m variables measured for each sample

or object. In geometry, a hypercuboid or hyperrectangle is the

generalization of a rectangle for higher dimensions, formally

defined as the Cartesian product of orthogonal intervals.

A d-dimensional hypercuboid with d attributes as its dimensions

is defined as the Cartesian product of d orthogonal intervals.

It encloses a region in the d-dimensional space, where each

dimension corresponds to a certain attribute. The value domain

of each dimension is the value range or interval that corresponds

to a particular class.

On employing a condition attribute or miRNA Mk, a c � n

matrix H(Mk), termed as hypercuboid equivalence partition

matrix, is generated. It represents the c-hypercuboid equiva-

lence partitions of the universe generated by an equivalence

relation. Each row of the matrix H(Mk) is a hypercuboid

equivalence partition or class. Here hij(Mk) A {0,1} represents

the membership of object sj in the ith equivalence partition or

class bi satisfying following two conditions:

1 �
X

n

j¼1
hij Mkð Þ � n; 8i; (6)
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1 �
X

c

i¼1
hij Mkð Þ � c; 8j: (7)

The above axioms should hold for every equivalence parti-

tion, which correspond to the requirement that an equivalence

class is non-empty. However, in real data analysis, uncertainty

arises due to overlapping class boundaries. Hence, such a

granulation process does not necessarily result in a compatible

granulation in the sense that every two class hypercuboids or

intervals may intersect with each other. The intersection of two

hypercuboids also forms a hypercuboid, which is referred to as

implicit hypercuboid. The implicit hypercuboids encompass

the misclassified samples or objects those belong to more than

one classes. The degree of dependency of the decision attribute

set or class label on the condition attribute set depends on the

cardinality of the implicit hypercuboids. The degree of depen-

dency increases with the decrease in cardinality. Hence, the

degree of dependency of decision attribute on a condition

attribute set is evaluated by finding the implicit hypercuboids

that encompass misclassified objects. Using the concept of

hypercuboid equivalence partition matrix, the misclassified

objects of implicit hypercuboids can be identified based on

the confusion vector defined next62,64

V(Mk) = [v1(Mk),. . .,vj (Mk),. . .,vn(Mk)] (8)

where vj Mkð Þ ¼ min 1;

X

c

i¼1
hij Mkð Þ � 1

( )

: (9)

As already mentioned that if an object sj belongs to the

lower approximation of any class bi, then it does not belong to

the lower or upper approximations of any other classes and

vj (Mk) = 0. On the other hand, if the object sj belongs to the

boundary region of more than one classes, then it should be

encompassed by the implicit hypercuboid and vj (Mk) = 1.

Hence, the hypercuboid equivalence partition matrix and

corresponding confusion vector of the condition attribute Mk

can be used to define the lower and upper approximations of

the ith class bi of the decision attribute set D.

Let bi D U. bi can be approximated using only the informa-

tion contained within Mk by constructing the M-lower and

M-upper approximations of bi:
62,64

�M(bi) = {sj|hij(Mk) = 1 and vj (Mk) = 0}; (10)

%M(bi) = {sj|hij(Mk) = 1}; (11)

where equivalence relationM is induced from attributeMk. The

boundary region of bi is then defined as62,64

BNM(bi) = {sj|hij(Mk) = 1 and vj (Mk) = 1}. (12)

Dependency. Combining (4), (8), and (10), the dependency

between condition attributeMk and decision attributeD can be

defined as follows:62,64

gMk
ðDÞ ¼ 1

n

X

c

i¼1

X

n

j¼1
hij Mkð Þ \ 1� vj Mkð Þ

� �

; (13)

that is; gMk
ðDÞ ¼ 1� 1

n

X

n

j¼1
vj Mkð Þ; (14)

where 0 r gMk
(D) r 1. If gMk

(D) = 1, D depends totally on Mk,

if 0o gMk
(D)o 1,D depends partially onMk, and if gMk

(D) = 0,

then D does not depend on Mk. The gMk
(D) is also termed as

the relevance of attribute Mk with respect to class D.

Significance. Given two condition attributes or miRNAs Mk

and Ml, the c � n hypercuboid equivalence partition matrix

corresponding to the set M = {Mk,Ml} can be calculated from

two c � n hypercuboid equivalence partition matrices H(Mk)

and H(Ml) as follows:

H({Mk,Ml}) = H(Mk) - H(Ml); (15)

where hij({Mk,Ml}) = hij(Mk) - hij(Ml). (16)

The significance of the attribute Mk with respect to the condi-

tion attribute set {Mk,Ml} is given by62,64

sM D;Mkð Þ ¼ 1

n

X

n

j¼1
vj M� Mkf gð Þ � vjðMÞ
� �

; (17)

where 0r s{Mk,Ml}
(D,Mk)r 1. Hence, the higher the change in

dependency, the more significant the attribute Mk is. If signi-

ficance is 0, then the attribute is dispensable.

As already mentioned, a distance or similarity measure is

required for grouping two objects in any cluster analysis

technique. In this regard, a new rough hypercuboid based

similarity measure is developed in this work. The similarity

measure uses the information of class labels. Hence, it is a

supervised similarity measure. The following subsection

describes the proposed similarity measure in detail.

3.2 Rough hypercuboid based supervised similarity measure

The simple concept of rough hypercuboid based dependency

and significance is used to calculate dissimilarity between two

miRNAs and then the non-linear transformation of the dis-

similarity is used to calculate similarity between two miRNAs.

This subsection presents the proposed rough hypercuboid

based supervised similarity measure.

In real data analysis, the functional relationship between a

biomarker and the clinical outcome can be established by

computing the relevance and redundancy of biomarkers with

respect to the clinical outcome. Intuitively, a set of attributes Q

depends totally on a set of attributes P, if all attribute values

fromQ are uniquely determined by values of attributes from P.

If there exists a functional dependency between values ofQ and

P, then Q depends totally on P.

Let C = {M1,. . .,Mi,. . .,Mj,. . .,Mm} denotes the set of m

condition attributes or miRNAs of a given data set. Define

RMi
(D) as the relevance of the condition attribute Mi with

respect to the class label or decision attribute D. The depen-

dency function of rough hypercuboid can be used to calculate

the relevance of condition attributes or miRNAs. Hence, the

relevance RMi
(D) of the condition attribute Mi with respect

to the decision attribute D using rough hypercuboid can be

calculated as follows:
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RMi
(D) = gMi

(D) (18)

where gMi
(D) represents the degree of dependency between

condition attribute or miRNAMi and decision attribute or class

label D that is given by (14).

At first, the dissimilarity between two miRNAs Mi and Mj is

calculated using rough hypercuboid based approach. Then the

non-linear transformation of the dissimilarity is done for getting

the similarity between these two miRNAs. The non-linear trans-

formation is done to detect nonlinear interdependencies between

the underlying two miRNAs. The rough hypercuboid based signi-

ficance (17) is used to compute similarity between two miRNAs

and it is defined next.

Definition 3. The rough hypercuboid based similarity mea-

sure between two attributes or miRNAsMi andMj is defined as

follows:

c Mi;Mj

� 	

¼ 1
ffiffiffiffiffiffiffiffiffiffiffiffiffi

k2 þ 1
p ; (19)

where k ¼
s

Mi ;Mjf g D;Mj

� 	

þ s
Mi ;Mjf g D;Mið Þ

2

( )

(20)

that is; k ¼ R
Mi ;Mjf gðDÞ �

RMi
ðDÞ þRMj

ðDÞ
2

� �

: (21)

Hence, the supervised similarity measure c(Mi,Mj) directly

takes into account the information of sample categories or class

labels D while computing the similarity between two attributes

or miRNAs Mi and Mj. If attributes Mi and Mj are completely

correlated with respect to class labels D, then k = 0 and so

c(Mi,Mj) is 1. If Mi and Mj are totally uncorrelated,

c Mi;Mj

� 	

¼ 1
ffiffiffi

2
p . Hence, c(Mi,Mj) can be used as a measure

of supervised similarity between two attributes Mi and Mj. The

following properties can be stated about the measure:

(1)
1
ffiffiffi

2
p � c Mi;Mj

� 	

� 1.

(2) c(Mi,Mj) = 1 if and only if Mi and Mj are completely

correlated.

(3) c Mi;Mj

� 	

¼ 1
ffiffiffi

2
p if and only if Mi and Mj are totally

uncorrelated.

(4) c(Mi,Mj) = c(Mj,Mi) (symmetric).

Therefore, the rough hypercuboid based similarity measure

c(Mi,Mj) between two attributes or miRNAs Mi and Mj can be

used to compute the redundancy among the attributes taking

into account the information of class label while computing the

similarity between two attributes or miRNAs.

3.3 Supervised miRNA clustering algorithm

In this work, the proposed rough hypercuboid based similarity

measure is incorporated into the fuzzy-rough supervised attri-

bute clustering algorithm.55 In the proposed method, a new

rough hypercuboid based similarity measure is developed to

calculate similarity between two miRNAs. Whereas, in ref. 55,

a fuzzy-rough supervised similarity measure is proposed. How-

ever, the fuzzy-rough supervised similarity measure is sensitive

to the fuzzy parameter that is used to calculate the similarity

between two objects. In supervised miRNA clustering algo-

rithm, initially the most relevant attribute/miRNA is selected.

Then, the cluster is grown incrementally by adding one attri-

bute/miRNA after the other. Once the growth of the clustering

algorithm gets stabilized, that means the cluster has more

identical miRNAs and the averaged expression values of the

clustered miRNAs are differentially expressed, then the super-

vised miRNA clustering algorithm starts forming new cluster.

Let RMi
(D) be the relevance of miRNAs Mi A C with respect

to class label D. The relevance uses information about the class

labels and is thus a criterion for supervised clustering. The

supervised clustering algorithm starts with a single miRNA Mi

that has the highest relevance value with respect to class labels.

An initial cluster Vi is then formed by selecting the set of

miRNAs {Mj} from the whole set C considering the miRNA Mi

as the representative of cluster Vi, where

Vi = {Mj|c(Mi,Mj) Z d;Mj a Mi A C}. (22)

Hence, the cluster Vi represents the set of miRNAs of C those

have the supervised similarity values with the miRNA Mi

greater than a pre-defined threshold value d. The cluster Vi is

the coarse cluster corresponding to the miRNA Mi, while the

threshold d is termed as the radius of cluster Vi.

Once the initial cluster Vi is formed, the cluster representa-

tive is refined by adding other miRNAs to the cluster. By

searching among the miRNAs of cluster Vi, the current cluster

representative is merged and averaged with one single miRNA

such that the augmented cluster representative �Mi increases

the relevance value. The merging process is repeated until

the relevance value can no longer be improved. Instead of

averaging all miRNAs of Vi, the augmented attribute �Mi is

computed by considering a subset of attributes/miRNAs
�Vi � Vi those increase the relevance value of cluster represen-

tative �Mi. The set of attributes/miRNAs �Vi represents the finer

cluster of the attribute Mi. While the generation of coarse

cluster reduces the redundancy among miRNAs of the set C,

that of finer cluster increases the relevance with respect to class

labels. After generating the augmented cluster representative
�Mi from the finer cluster �Vi, the process is repeated to find

more clusters and augmented cluster representatives by dis-

carding the set of miRNAs �Vi from the whole set C.

The main steps of the integrated miRNA clustering algo-

rithm (ALGO1) are reported next.

	 Let C be the set of miRNAs of the original data set, while S

and �S are the set of actual and augmented attributes, respec-

tively, selected by the miRNA clustering algorithm.

	 Let Vi be the coarse cluster associated with the miRNA Mi

and �Vi, the finer cluster of Mi, represents the set of miRNAs of

Vi those are merged and averaged with the attribute Mi to

generate the augmented cluster representative �Mi.

(1) Initialize C ’ {M1,. . .,Mi,. . .,Mj,. . .,Mm}, S’ +, and
�S +.

(2) Calculate the rough hypercuboid based relevance value

RMi
(D) of each miRNA Mi A C.
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(3) Repeat the following nine steps (steps 4 to 12) until

C =+ or the desired number of attributes are selected.

(4) Select miRNA Mi from C as the representative of cluster

Vi that has highest rough hypercuboid based relevance value.

In effect, Mi A S, Mi A Vi, �Mi 2 �V, and C = C\Mi.

(5) Generate coarse cluster Vi from the set of existing

attributes/miRNAs of C satisfying the following condition:

Vi = {Mj|c(Mi,Mj) Z d;Mj a Mi A C}.

(6) Initialize �Mi  Mi.

(7) Repeat following four steps (steps 8 to 11) for each

miRNA Mj A Vi.

(8) Compute two augmented cluster representatives by aver-

aging Mj and its complement with the attributes of �Vi as

follows:

�M
þ
iþj ¼

1
�Vi







þ 1

X

Mk2�Vi

Mk þMj

8

<

:

9

=

;

(23)

�M
�
iþj ¼

1
�Vi







þ 1

X

Mk2�Vi

Mk �Mj

8

<

:

9

=

;

(24)

(9) The augmented cluster representative �Miþj after aver-

aging Mj or its complement with �Vi is as follows:

�Miþj ¼
�M
þ
iþj if R �M

þ
iþj
ðDÞ 
 R �M

�
iþj
ðDÞ

�M
�
iþj otherwise

8

<

:

: (25)

(10) The augmented cluster representative �Mi of cluster Vi is
�Miþj if R �Miþj ðDÞ 
 R �Mi

ðDÞ, otherwise �Mi remains unchanged.

(11) Select attribute Mj or its complement as a member of

the finer cluster �Vi of attribute Mi if R �Miþj ðDÞ 
 R �Mi
ðDÞ.

(12) In effect, �Mi 2 �S and C ¼ Cn�Vi.

(13) Stop.

In this regard, it can be shown that as the number of desired

clusters is constant and sufficiently small compared to the total

number of attributes m, the proposed clustering algorithm has

an overall O(m) time complexity.

3.4 B.632+ error rate

In order to minimize the variability and biasedness of the

results obtained by the proposed clustering algorithm, the so-

called B.632+ bootstrap approach65 is used, which is defined as

follows:

B:632þ ¼ 1� ~oð ÞAEþ ~oB1 (26)

where AE denotes the proportion of the original training

samples misclassified, termed as apparent error rate, and B1

is the bootstrap error, defined as follows:

B1 ¼ 1

n

X

n

j¼1

P

M

k¼1
IjkQjk

P

M

k¼1
Ijk

0

B

B

B

@

1

C

C

C

A

(27)

where n is the number of original samples andM is the number

of bootstrap samples. If the sample xj is not contained in the

kth bootstrap sample, then Ijk = 1, otherwise 0. Similarly, if xj is

misclassified, Qjk = 1, otherwise 0. The weight parameter ~o is

given by

~o ¼ 0:632

1� 0:368r
; (28)

where r ¼ B1�AE

g�AE
; (29)

and g ¼
X

c

i¼1
pi 1� qið Þ; (30)

where c is the number of classes, pi is the proportion of the

samples from the ith class, and qi is the proportion of them

assigned to the ith class. Also, g is termed as the no-information

error rate that would apply if the distribution of the class-

membership label of the sample xj did not depend on its

feature vector.

3.5 Support vector machine

In the current study, the support vector machine (SVM)67 is used

to evaluate the performance of the proposed rough hypercuboid

based supervised clustering algorithm as well as several other

algorithms. The SVM is a margin classifier that draws an optimal

hyperplane in the feature vector space; this defines a boundary

that maximizes the margin between data samples in different

classes, therefore leading to good generalization properties.

A key factor in the SVM is to use kernels to construct nonlinear

decision boundary. In the present work, linear kernels and radial

basis function kernels are used. The source code of the SVM has

been downloaded from Library for Support Vector Machines

(www.csie.ntu.edu.tw/Bcjlin/libsvm/).

To compute different types of error rates obtained using the

SVM, bootstrap approach is performed on each miRNA expres-

sion data set. For each training set, a set of averaged differential

attributes/miRNAs is first generated, and then the SVM is

trained with the selected averaged miRNA expression values.

After the training, the information of averaged miRNAs those

were selected for the training set is used to generate test set and

then the class label of the test sample is predicted using the

SVM. For each data set, fifty top-ranked miRNA clusters are

selected for the analysis.

In order to calculate the B.632+ error rate, apparent error

(AE) is first calculated. This error is obtained when the same

original data set is used to train and test a classifier. After that,

the B1 error is computed from M bootstrap samples. Finally,

the no-information error (g) is calculated by randomly perturbing

the class label of a given data set. The mutated data set is used to

find groups of miRNA and the coherent expression of miRNAs is

used to build the SVM. Then, the trained SVM is used to classify

the original data set. The error generated by this procedure is

known as g error rate. Finally, the B.632+ error rate is computed

based on the AE, B1 error, and g error using (26).
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Together with the rough hypercuboid based supervised

miRNA clustering algorithm described in the Section 3.3 and

B.632+ bootstrap approach, a set of differentially expressed

miRNAs are selected. Following are the main steps of the

proposed method:

(1) Generate M bootstrap samples from the original data set.

(2) EachM bootstrap sample is comprised of training set and

test set. On training set, apply ALGO1 and use the selected

miRNA information to design SVM classifier. Check the effec-

tiveness of the classifier in terms of error by using test set for

that bootstrap sample. Similarly, calculate error for rest of the

bootstrap samples. Based on these errors, B1 error rate can be

calculated using (27).

(3) Compute apparent error (AE) by applying ALGO1 on the

original data set. Build the SVM classifier using the selected

miRNA information. Then check the performance of the classi-

fier by using same data set that is used to train the classifier.

(4) No information error or g error can be calculated using

(30) by randomly permuting the class labels of the original data

set. Here, on the mutated data set apply ALGO1 then build

classifier based on the output of ALGO1 then use the original

data set for checking the effectiveness of the classifier.

(5) Finally, using (26) calculate B.632+ error rate for the

entire data set.

4 Experimental results

The performance of the proposed rough hypercuboid equiva-

lence partition matrix based supervised miRNA clustering

(RH-SAC) method is extensively studied and compared with

that of some existing feature selection and clustering algo-

rithms. The algorithms compared are mutual information

based InfoGain68 and minimum redundancy-maximum rele-

vance (mRMR) algorithm,69 method proposed by Golub et al.,70

rough set based maximum relevance-maximum significance

(RSMRMS) algorithm,61,71 mHEM,62 and fuzzy-rough supervised

attribute clustering algorithm (FR-SAC).55 The maximum number

of features selected by the proposed supervised miRNA clustering

algorithm is 50. Two types of kernels are used for SVM, linear and

RBF kernels. Default parameters of libSVM software for RBF

kernels are used. The source code of the proposed RH-SAC

algorithm, written in C language, is available at https://sites.

google.com/site/sushmitapaulsite/Home/RH–SACPackage.tar.gz?

attredirects=0&d=1. All the algorithms are run in Ubuntu 12.04

LTS having machine configuration Intel Core i7-2600 CPU @

3.40 GHz � 8, and 16 GB RAM.

4.1 miRNA expression data sets used

In this paper, publicly available five miRNA expression data

sets are used to establish the effectiveness of the proposed

approach. The five miRNA expression data sets with acces-

sion number GSE17846, GSE21036, GSE24709, GSE28700, and

GSE31408 are downloaded from Gene Expression Omnibus

(www.ncbi.nlm.nih.gov/geo/).

GSE17846. This data set represents the analysis of miRNA

profiling in peripheral blood samples of multiple sclerosis and

in the blood of normal donors. It contains 864 miRNAs, 41

samples, and 2 classes.72

GSE21036. This data set contains miRNA expression profiles

of 218 prostate tumors with primary or metastatic prostate

cancer with a median of 5 years clinical follow-up. The number

of miRNAs and samples are 373 and 141, respectively.73

GSE24709. It analyzes peripheral miRNA blood profiles of

patients with lung diseases. The miRNA expression profiling

has been done for patients with lung cancer, chronic obstructive

pulmonary disease, and normal controls. It contains 863 miRNAs,

71 samples, and 3 classes.

GSE28700. This data set contains expression profiles of

miRNAs from 22 paired gastric cancer and normal tissues. It

contains total 44 samples and 470 miRNAs. The samples are

grouped into 2 classes.74

GSE31408. It analyzes miRNA expression profile of cutaneous

T-cell lymphomas and benign inflammation of skin. It consists

of 705 miRNAs, 148 samples, and 2 classes.75

4.2 Optimal value of d parameter

The threshold d in (22) plays an important role in the perfor-

mance of the proposed supervised miRNA clustering algorithm.

Fig. 1 Variation of B.632+ error rate for different values of threshold d.
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It controls the size of a cluster. Hence, it has direct influence on

the performance of the proposed algorithm. Higher the value of

d sparse the cluster becomes. To find the optimal value, the

proposed algorithm is implemented on five data sets. The value

for which the B.632+ error rate is minimum is considered to be

the optimum d value for the corresponding data set. Here, the

results are reported with respect to the errors generated by the

linear kernels of SVM.

Fig. 1 represents the variation of B.632+ error rate with

respect to the value of d. The value of d is varied from 0.90 to

1.00. From the figure, it is seen that as the d value increases the

B.632+ error rate decreases and achieves a minimum value and

then the error rate again increases with the increment of the

d value. Hence, the optimum values of d for five miRNA data

sets are calculated using the following relation:

d� ¼ argmin
d

B:632þ errorf g: (31)

However, in data set GSE31408, the B.632+ error rate fluc-

tuates for d range 0.94 to 0.97. It suggests that the proposed

supervised clustering algorithm gets stuck into local minima of

the search space for this range. Table 1 represents the optimal

d* values for all the miRNA data sets. The table also presents

the number of miRNAs at which optimal d* value is obtained

for miRNA data sets.

4.3 Different types of errors

This section describes about the different types of errors

generated by the SVM classifier. The importance of B.632+

error over apparent error (AE), gamma error (g), and bootstrap

Table 1 Optimum values of d* for different miRNA data sets

Microarray data sets Optimum d* Number of miRNAs

GSE17846 0.99 31
GSE21036 1.00 49
GSE24709 0.94 43
GSE28700 0.95 43
GSE31408 0.93 23

Fig. 2 Different error rates of the proposed algorithm on GSE17846 and GSE21036 sets obtained using the SVM averaged over 50 random splits.

Fig. 3 Different error rates of the proposed algorithm on GSE24709 and GSE28700 sets obtained using the SVM averaged over 50 random splits.
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(B1) error is also established. All the errors are calculated using

the SVM for the proposed method. The results are presented for

the optimum values of d. Fig. 2 and 3 represent different types

of errors obtained for five different data sets. From the figures,

it is seen that the g error rate is higher than any other type of

errors for each data set, while B1 error is lower than the g error

rate but higher than the B.632+ error and AE. The weighted

average of B1 error and AE leads to B.632+ error rate lower than

the B1 error but higher than AE.

Table 2 represents minimum values of different types of

errors and corresponding number of miRNAs at which the error

is obtained for each miRNA data set. From the table, it is seen

that the B.632+ estimator rectifies the upward bias of B1 error

and downward bias of AE.

4.4 Effectiveness of Kernel functions

Table 3 represents the comparative performance of the two

kernel functions of the SVM. In this work, linear kernels and

radial basis function kernels are used to compute different

errors. However, the errors generated by these two kernels

based SVM are comparable. From the table it is seen that out

of 34 cases the linear kernel based SVM generates low B.632+

error rate in 19 cases, while the RBF kernel based SVM per-

forms better in 15 cases. Sign test has been used to check the

statistical significance of linear kernels over RBF kernels.

Although, the P-value of the linear kernels over RBF kernels is

low but not significant. The obtained P-value is 0.3642. The

proposed supervised miRNA clustering algorithm selects set

of miRNAs that is highly differentially expressed. Hence, the

classifier that is designed by using output of the proposed

method generates low error rate irrespective of kernels. It is

also seen from the table that irrespective of any kernels the

proposed supervised attribute clustering algorithm generates

low B.632+ error rate compare to other algorithms except in one

case each for linear kernels and RBF kernels, respectively.

4.5 Comparative performance analysis

In this section, comparative performance analysis of the proposed

supervised miRNA clustering algorithm has been shown with

respect to some popular feature selection and supervised attribute

clustering algorithms.

Table 4 represents the different types of errors obtained by

different methods at their optimal parameters. It also contains

the number of miRNAs at which the corresponding lowest error

rate is obtained by each method. From the table, it is seen that

almost all the algorithms generate AE equal to zero. However,

the InfoGain and FR-SAC generate non-zero AE in one case

each. On the other hand, the RSMRMS generates non-zero

AE in 4 cases. From the table, it is seen that the proposed

supervised miRNA clustering algorithm generates B.632+ error

rate lower than any other method except in one case. Only in

one case, the m-HEM algorithm generates better result than the

proposed method. Fig. 4–6 compare B.632+ error rates gener-

ated by different methods. From the figures, it is seen that in

most of the cases the proposed rough hypercuboid based

supervised miRNA clustering algorithm performs better than

any existing method.

4.6 Pathway enrichment analysis of obtained miRNAs

In this section, biological importance of the obtained miRNAs

using proposed supervised miRNA clustering algorithm is

described. The miRNAs, which are selected by the proposed

Table 2 Comparative analysis of different types of errors for proposed method

Microarray data sets

AE B1 error g error B.632+ error

Error miRNAs Error miRNAs Error miRNAs Error miRNAs

GSE17846 0.000 5 0.087 31 0.458 2 0.059 31
GSE21036 0.000 41 0.062 49 0.397 7 0.041 49
GSE24709 0.000 5 0.195 43 0.456 10 0.145 43
GSE28700 0.000 2 0.250 43 0.466 27 0.197 43
GSE31408 0.000 4 0.092 23 0.389 4 0.063 23

Table 3 Comparative analysis of different Kernels

Golub InfoGain mRMR RSMRMS m-HEM FR-SAC RH-SAC

GSE17846 Linear 0.0809 0.0630 0.0690 0.0640 0.0590 0.1803 0.0588
RBF 0.0686 0.0616 0.0593 0.0597 0.0567 0.1933 0.0616

GSE21036 Linear 0.0466 0.0490 0.0430 0.0750 0.0390 0.0530 0.0410
RBF 0.0558 0.0592 0.0514 0.0779 0.0473 0.0702 0.0421

GSE24709 Linear * 0.2030 0.1910 0.3660 0.1800 0.2396 0.1449
RBF * 0.1893 0.1680 0.3617 0.1792 0.2565 0.1472

GSE28700 Linear 0.2482 0.2710 0.2850 0.2850 0.2570 0.2888 0.1969
RBF 0.2698 0.2998 0.3096 0.3501 0.2570 0.3301 0.2365

GSE31408 Linear 0.0689 0.0770 0.0740 0.0770 0.0670 0.0793 0.0634
RBF 0.0692 0.0725 0.0639 0.0738 0.0664 0.0670 0.0621
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method in all the 50 bootstrap samples, were used for further

analysis. The association of these miRNAs with different bio-

logical pathways was determined.

The DIANA-miRPath v2.076 interface has been used to identify

the miRNA–pathway relationship. The server performs an

enrichment analysis of miRNA gene targets in KEGG pathways.77

Table 4 Comparative performance analysis of different algorithms

Microarray data sets Algorithms/methods

Apparent error B1 error g error B.632+ error

Error miRNAs Error miRNAs Error miRNAs Error miRNAs

GSE17846 Golub 0.0000 6 0.1165 48 0.4795 48 0.0809 48
InfoGain 0.0000 7 0.0930 37 0.4799 37 0.0630 37
mRMR 0.0000 3 0.1010 48 0.4798 48 0.0690 48
RSMRMS 0.0000 2 0.0930 39 0.4792 39 0.0640 39
m-HEM 0.0000 2 0.0870 49 0.4790 49 0.0590 49
FR-SAC 0.0000 2 0.2340 47 0.4659 18 0.1803 47
RH-SAC 0.0000 5 0.0870 31 0.4580 2 0.0588 31

GSE21036 Golub 0.0000 35 0.0694 48 0.4370 39 0.0466 48
InfoGain 0.0000 39 0.0730 50 0.4452 44 0.0490 50
mRMR 0.0000 19 0.0640 49 0.4400 50 0.0430 49
RSMRMS 0.0500 5 0.0890 5 0.4173 5 0.0750 5
m-HEM 0.0000 42 0.0580 47 0.4440 47 0.0390 47
FR-SAC 0.0000 41 0.0785 50 0.4020 1 0.0530 50
RH-SAC 0.0000 41 0.0620 49 0.3970 7 0.0410 49

GSE24709 InfoGain 0.0000 26 0.2570 45 0.4747 46 0.2030 45
mRMR 0.0000 24 0.2450 50 0.4737 50 0.1910 50
RSMRMS 0.1410 11 0.4020 11 0.5250 2 0.3660 11
m-HEM 0.0000 20 0.2340 49 0.4750 49 0.1800 49
FR-SAC 0.0000 49 0.2931 50 0.4755 50 0.2396 50
RH-SAC 0.0000 5 0.1950 43 0.4560 10 0.1449 43

GSE28700 Golub 0.0000 27 0.3004 27 0.4736 3 0.2482 27
InfoGain 0.0000 35 0.3090 8 0.4678 8 0.2710 21
mRMR 0.0000 21 0.3330 49 0.4728 7 0.2850 49
RSMRMS 0.0230 34 0.3310 19 0.4715 15 0.2850 19
m-HEM 0.0000 25 0.3060 4 0.5000 4 0.2570 4
FR-SAC 0.0000 24 0.3362 50 0.4650 43 0.2888 50
RH-SAC 0.0000 2 0.2500 43 0.4660 27 0.1969 43

GSE31408 Golub 0.0000 36 0.0734 1 0.4374 1 0.0689 1
InfoGain 0.0070 20 0.0900 9 0.4213 1 0.0770 27
mRMR 0.0000 37 0.0940 6 0.4253 1 0.0740 6
RSMRMS 0.0610 2 0.0860 6 0.4218 2 0.0770 6
m-HEM 0.0000 44 0.0980 2 0.4520 50 0.0670 50
FR-SAC 0.0068 44 0.1071 11 0.4181 13 0.0793 50
RH-SAC 0.0000 4 0.0920 23 0.3890 4 0.0634 23

Fig. 4 B.632+ errors of the SVM obtained using different methods on GSE17846 and GSE21036 data sets averaged over 50 random splits.
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The tool first identifies the target genes of the uploadedmiRNAs.

A user can select gene targets from Tarbase database. It is a

database that contains miRNA gene target information that are

experimentally validated. Another target prediction algorithm,

namely, DIANA-microT-CDS78 can also be applied to predict

target genes of miRNAs. The algorithm utilizes one-tailed Fisher’s

exact test to detect enriched pathways with targets of specific

miRNAs. In this server, the false discovery rate (FDR) method is

also available as a correction for multiple hypothesis testing.

Subsequently, a P-value is calculated for both types of test. The

nearer the P-value is to zero, more statistically significant that

pathway is. This tool also generates a heatmap. Heat maps are

graphical representation of data, where values in a matrix are

represented as colors. In this tool, hierarchical clustering is

implemented on miRNAs and pathways in order to construct

the heat map. The generated heatmaps can be used to see the

miRNA–network relationships.

The DIANA-miRPath v2.0 has been applied on the selected

miRNAs of three miRNA data sets, namely, GSE17846,

GSE21036, and GSE28700. Those pathways are selected whose

P-value is lower than 0.05. Fig. 7–9 represent the heatmap of the

miRNA-pathways, which are found to be statistically signifi-

cant. The darker colors represent that the miRNA is associated

with the pathway more significantly. Fig. 7 represents the heat

map for data set GSE17846. This data contains miRNA profiling

from total blood of multiple sclerosis and control samples.

From the figure, it is seen that the miRNAs selected by the

Fig. 5 B.632+ errors of the SVM obtained using different methods on GSE24709 and GSE28700 data sets averaged over 50 random splits.

Fig. 6 B.632+ errors of the SVM obtained using different methods on

GSE31408 data set averaged over 50 random splits.

Fig. 7 miRNAs versus pathways heat map for GSE17846.
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proposed method are statistically related with 29 pathways.

Multiple sclerosis is an autoimmune disorder and from the

Fig. 7 it is seen that around 7 pathways are significant and they

are related to autoimmune disorder. They are Cell adhesion

molecules (CAMs), TGF-beta signaling pathway, PI3K-Akt signaling

pathway, Leukocyte transendothelial migration, MAPK signaling

pathway, Fc gamma R-mediated phagocytosis, and calcium

signaling pathway. Other than these pathways, other pathways

are also found to be statistically significant and they are cancer,

morphine addiction, GABAergic synapse, glioma prostate cancer,

endometrial cancer, and ErbB signaling pathway. On the other

hand, around 48 pathways–miRNAs relationship are found to be

statistically significant for GSE21036 data set. This data set is

generated using metastatic prostate cancer samples and normal

adjacent benign prostate. From Fig. 8, it is seen that the proposed

method is able to select those miRNAs that are associated with

prostate cancer. In addition to that it is also able to identify other

significant pathways. They are progestrone-mediated oocytematura-

tion, inositol phosphate metabolism, mTOR signaling pathway,

hepatitis B, melanogenesis, neurotrophin signaling pathway, TGF-

beta signaling pathway, chemokine signaling pathway, which are

found significantly associated with the selected miRNAs. Simi-

larly, several significant miRNA–pathway relations are obtained

using the DIANA-miRPath tool for the data set GSE28700. In this

data set, expression profiles of microRNAs in gastric cancer are

stored. From Fig. 9, it is clear several cancer related pathways are

found to be significant using the proposed method. From the

figure, it is seen that total 22 pathways are found to be significant

and they are colorectal cancer, pancreatic cancer, non-small cell

lung cancer, chronic myeloid leukemia, hepatitis B, small cell

lung cancer, HIF-1 signaling pathway, focal adhesion, prostate

cancer, pathways in cancer, ErbB signaling pathway, bladder

cancer, melanoma, glioma, cell cycle, viral carcinogenesis, PI3K-

Akt signaling pathway, DNA replication, glycosaminoglycan

biosynthesis-chondroitin sulfate, prion diseases, ECM–receptor

interaction, and transcriptional misregulation in cancer.

5 Conclusion

The paper presents a new rough hypercuboid based supervised

miRNA clustering algorithm. It uses the concept of rough

Fig. 8 miRNAs versus pathways heat map for GSE21036.

Fig. 9 miRNAs versus pathways heat map for GSE21036.

Paper Molecular BioSystems

P
u
b
li

sh
ed

 o
n
 1

4
 M

ay
 2

0
1
5
. 
D

o
w

n
lo

ad
ed

 b
y
 U

n
iv

er
si

ta
t 

E
rl

an
g
en

 N
u
rn

b
er

g
 o

n
 2

4
/0

1
/2

0
1
7
 1

0
:1

3
:3

2
. 

View Article Online



2080 | Mol. BioSyst., 2015, 11, 2068--2081 This journal is©The Royal Society of Chemistry 2015

hypercuboid equivalence partition matrix for calculating simi-

larity between two miRNAs and thus improves the performance

of the method. The rough hypercuboid based similarity mea-

sure uses the information of class label for calculating similarity

between two miRNAs and hence, makes it a supervised measure.

The proposed method fetches cluster of miRNAs whose collective

expression is strongly associated with the class label. The effec-

tiveness of the proposed rough hypercuboid based supervised

miRNA clustering algorithm is shown and compared with other

existingmethods on five miRNA expression data sets. The selected

miRNAs are also found to be significantly associated with different

important pathways that are related to the data set. The new

method is capable of identifying effective miRNAs that may contri-

bute to revealing underlying etiology of a disease, providing a useful

tool for exploratory analysis of miRNA data.
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