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ABSTRACT

Predicting if a person is an adult or a minor has several applications such as inspecting
underage driving, preventing purchase of alcohol and tobacco by minors, and granting
restricted access. The challenging nature of this problem arises due to the complex and
unique physiological changes that are observed with age progression. This paper presents
a novel deep learning based formulation, termed as Class Specific Mean Autoencoder, to
learn the intra-class similarity and extract class-specific features. We propose that the
feature of a particular class if brought similar/closer to the mean feature of that class can
help in learning class-specific representations. The proposed formulation is applied for
the task of adulthood classification which predicts whether the given face image is of
an adult or not. Experiments are performed on two large databases and the results show
that the proposed algorithm yields higher classification accuracy compared to existing
algorithms and a Commercial-Off-The-Shelf system.

c© 2018 Elsevier Ltd. All rights reserved.

1. Introduction

Human aging is a complex process and brings with it be-

havioral and physiological changes. One associates maturity

and mental growth with the behavioral changes that occur with

time. Age is also often used as a means of access control, phys-

ically as well as virtually, to keep younger minds away from

activities and content they are not deemed ready for. A thresh-

old age, known as the age of majority, is defined by most states

to universalize the concept of an individual being physically

and mentally ready to assume control for their actions and de-

cisions. However, there are different age limits prescribed by

individual state and federal governments for different activities.

For instance, in the USA, the legal age for smoking is 18 years

while age limit for voting and drinking is 21 years.

The physiological and behavioral effects of aging vary for

every individual and are a function of several parameters such

as health, living style, environmental conditions, and gender.

Therefore, it is challenging to accurately estimate the age of a

person. As can be seen from Fig. 1, it becomes difficult to pre-

dict the age of individuals just immediately below, or above the

age of majority (e.g. 18 years). Among the currently avail-
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(a) Below the age of majority

(b) Above the age of majority

Fig. 1. Sample images from the FG-NET Aging dataset (Panis et al., 2016).

(a) shows images of individuals below the age of majority, and (b) shows

sample individuals at the age of majority. These examples illustrate the

challenging nature of adulthood classification.
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able non-intrusive biometrics, the face changes significantly

with age and is therefore a preferred modality for estimating

the age of a person. As of now, at different checkpoints, an offi-

cer or a designated person in-charge estimates the age of a per-

son by visually observing an individual. In cases where visual

inspection becomes difficult, she/he asks for an identification

(ID) card as the proof of age. However, research has shown that

both these measures used for age estimation and verification are

prone to errors (Martinez et al., 2007; Ferguson and Wilkinson,

2017). With easy availability of tampered or fake ID cards, sev-

eral youngsters use these cards to mis-represent their identity.

Recently, in a survey at Harvard University (Wechsler et al.,

2002), it was found that 18% underage students obtained al-

cohol using fake ID cards. Inspired by these observations and

motivated by the increasing use of technology and automation

in our day-to-day life, this research aims to automate the pro-

cess of classifying an individual as an adult or not. For a given

face image, the proposed algorithm aims to predict if the per-

son has attained the age of majority or not. Such a system could

be deployed at multiple places having age based restricted ac-

cess; for instance, voting centers, driving license centers, and

traffic check posts to scan for minors, restaurants and bars to

prevent under-age alcohol consumption, cinema halls to enable

restricted access, or around tobacco selling vending machines.

Apart from the above mentioned applications, such systems can

also be deployed virtually, where access is granted based on the

age; for example, in online poker rooms.

1.1. Literature Review: Age Estimation

In literature, researchers have focused on estimating the age

of an individual either by classification or by regression, and

via hybrid methods which are a combination of both (Fu et al.,

2010). On considering it as a classification task, the problem

is formulated as a n-class problem, where each age label is an

independent class, or the age range is divided into groups, such

as child, young adult, adult, and old. On the other hand, in

case of regression, the age value to be estimated is considered

as a series of sequential numbers. Guo et al. (2008) have pro-

posed a robust method to extract facial features using manifold

learning and a novel method, Locally Adjusted Robust Regres-

sor (LARR) is presented to predict the age, where support vec-

tor regressors are explored on the learned manifold. Luu et al.

(2009) have proposed an age estimation hybrid technique based

on Active Appearance Models (AAMs) and Support Vector Re-

gression (SVR), wherein age-group specific models are utilized

to perform more accurate prediction. AAMs are used to extract

discriminative features from the face images based on shape

as well as textural changes, while SVR is used to perform age

estimation on the extracted features. Pontes et al. (2016) uti-

lized several hand-crafted features such as AAM, Local Binary

Patterns, Gabor Wavelets, and Local Phase Quantization, along

with Support Vector Machines (SVMs) and SVRs for perform-

ing age estimation. In order to avoid overfitting while perform-

ing the task of age classification, Eidinger et al. (2014) have

proposed a novel approach for training SVMs using dropout.

The authors show that the modified model improves the clas-

sification accuracy for the defined problem (8 age groups) as

Fig. 2. Demonstrating the intra-class variations in the two classes: first row

represents images belonging to minor class and second row corresponds to

adult class.

compared to the existing benchmark results. Recently, Geng

et al. (2013) have proposed to formulate the problem of age es-

timation by using a label distribution for a given sample rather

than a single label. The label distribution represents the propor-

tion of each age label, which is motivated by the fact that neigh-

boring ages are highly correlated in nature, and hence cannot be

described by a single age value. Han et al. (2013) studied the

performance of humans versus machines for age estimation and

established machines’ performance to supersede that of humans

on the FG-Net Aging database (Panis et al., 2016). Inspired by

the promising performance of deep learning architectures, Levi

and Hassner (2015) propose a lean shallow network using Con-

volutional Neural Networks (CNNs) for attribute prediction of

unconstrained images. Recently, Li et al. (2017) and Xing et al.

(2017) have also demonstrated superior performance of deep

learning models for performing age estimation on face images.

In 2015, ChaLearn Looking At People (LAP) also organized

a challenge as part of ICCV’15 (Escalera et al., 2015) to per-

form apparent age estimation. Apparent age is defined as the

age perceived by human beings based on the visual appear-

ance of an individual. The dataset was created using a Face-

book application to vote for the perceived age from a given im-

age. Rothe et al. (2015) obtained the best performance in the

given challenge, wherein the authors presented a CNN based

model. The VGG-16 models (Simonyan and Zisserman, 2014)

pre-trained on Image-Net dataset (Russakovsky et al., 2014) are

fine-tuned using the proposed IMDB-Wiki datasets for the task

of apparent age estimation, and a single neuron gives the out-

put, a whole number from [0, 100]. However, it is important

to note that the competition is aimed at predicting the appar-

ent or perceived age of face images, which is less relevant for

monitoring cases of restricted access, as compared to the real

age.

1.2. Research Contributions

In this research, we propose a deep learning based novel rep-

resentation learning algorithm to determine whether the given

input face image is above the age of majority or not, i.e., the

image corresponds to an adult or a minor. A supervised deep

learning algorithm is presented which reduces the intra-class
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variations at the time of feature learning. Thus, the three-fold

contributions of this research are:

• propose the formulation of a deep learning architecture

termed as the Class Specific Mean Autoencoder, which

uses the class information of a given sample at the time

of training to learn the intra-class similarity and extract

similar features for samples belonging to the same class,

• present the Multi-Resolution Face Dataset (MRFD) which

contains images pertaining to 317 subjects (each having at

least 12 images), out of which 307 subjects are below the

threshold age of 18 years. MRFD is created due to the lack

of an existing database containing images of subjects be-

low the age of 18 years and will be made publicly available

to the research community,

• demonstrate results on the Multi-Resolution Face Dataset

as part of a large combined face database of more than

13,000 images from multiple ethnicities. Results are also

demonstrated on MORPH Album II database (Ricanek Jr.

and Tesafaye, 2006) containing more than 55,000 face im-

ages.

The remainder of this paper is organized as follows: Section

2 provides the detailed description of the proposed algorithm.

Section 3 presents the datasets used, along with the experimen-

tal protocols. The results and observations are presented in Sec-

tion 4, followed by the conclusions of this work.

2. Proposed Algorithm

Deep learning architectures have been used in literature to

address a large variety of tasks (Lecun et al., 2015). Specifi-

cally, recent models such as the FaceNet (Schroff et al., 2015),

VGG-Face (Parkhi et al., 2015), and DeepFace (Taigman et al.,

2014) have shown high performance for the task of face recog-

nition. Models have been developed to perform automated face

detection and alignment as well (Li et al., 2015; Farfade et al.,

2015; Chen et al., 2014). In this work, the task of adulthood

classification is addressed using a deep learning framework. As

shown in Fig. 2, the intra-class variability in both classes, mi-

nor and adult, is high. Analyzing the mean image of individual

classes (as shown in Fig. 3) shows that the mean images of

the two classes are significantly different. Based on this obser-

vation, it is our hypothesis that projecting the image features

closer to the class mean can assist in learning class specific

discriminative features. Therefore, in this work, we propose

Class Specific Mean Autoencoder, which learns features such

that the representations of the samples corresponding to a class

are similar to the mean representation of the same class. Before

elaborating upon the proposed model, the following subsection

presents some preliminaries.

2.1. Preliminaries: Supervised Autoencoders

Several researchers have proposed modifications to the tra-

ditional autoencoder architecture. Table 1 provides a summary

Fig. 3. Mean face images obtained from the images corresponding to the

two age groups. The left image corresponds to the mean image of individ-

uals below the age of majority, while the right image corresponds to the

mean image of individuals above the age of majority.

of these architectures. Most of these are unsupervised in na-

ture, however, researchers have proposed supervised architec-

tures that leverage the availability of labeled data as well. In

this section, we briefly present the original formulation of au-

toencoder followed by discussing the existing supervised archi-

tectures.

For a given input x, the loss function of a single layer tradi-

tional autoencoder (Hinton and Salakhutdinov, 2006) is given

as follows:

arg min
We,Wd

‖x −Wdφ(Wex)‖22 (1)

where, We and Wd are the respective encoding and decod-

ing weights of the autoencoder, and φ corresponds to an ac-

tivation function, generally incorporated for introducing non-

linearity in the model. Common examples of activation func-

tions are sigmoid and tanh. An autoencoder learns features

( fx = φ(Wex)) of the given input x, such that the error be-

tween the original sample and it’s reconstruction (Wd fx) is min-

imized. For a k layered autoencoder, having encoding weights

as W1
e ,W

2
e , ...,W

k
e, and decoding weights as W1

d
,W2

d
, ...,Wk

d
,

the loss function of Eq. 1 is modified as follows:

arg min
W1

e ,...,W
k
e ,W

1
d
,...,Wk

d

‖x − b ◦ a (x)‖22 (2)

where, a(x) = φ(Wk
e(φ(Wk−1

e . . . (φ(W1
e x))))) refers to the en-

coding function, and b (x) =W1
d
(W2

d
. . . (Wk

d
x)) corresponds to

the decoding function. The first and the last layers correspond

to the input and output layers respectively, while the remaining

layers are often termed as the hidden layers.

In literature, researchers have incorporated class information

in the traditional formulation of an autoencoder in order to fa-

cilitate supervision. Gao et al. (2015) modify the denoising au-

toencoder (Vincent et al., 2010) to learn supervised image rep-

resentations in order to optimize the identification performance.

At the time of training, for a given subject, the probe image is

the input to the autoencoder (analogous to the noisy input), and

the gallery image of the subject (analogous to the clean image)

is the target image used for computing the reconstruction error,

as in the case of a denoising autoencoder. A similarity preserva-

tion term is added to the loss function such that the samples be-

longing to the same class have a similar representation. Given

probe and gallery images of class i, each probe image is repre-

sented using xni and its corresponding gallery images are rep-

resented using xi. The loss function for the supervised autoen-
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Table 1. Brief literature review of autoencoder based formulations.

Authors Approach Supervised

Vincent et al.

(2010)

Stacked Denoising Autoencoder (SDAE): Noise is added to the input data such that the learned repre-

sentation is robust.

No

Ng (2011) Incorporated ℓ1 norm in the loss function of the autoencoder to introduce sparsity in the learned features. No

Rifai et al. (2011b) Contractive Autoencoder (CAE): Input space is localised by adding a penalty term which is the Jacobian

of the input with respect to the hidden layer.

No

Rifai et al. (2011a) Higher order Contractive autoencoder: CAE + Hessian of the output wrt the input. No

Zheng et al. (2014) Contrastive autoencoder: A term to reduce the intra-class variations between the learned representation

of samples belonging to the same class is added at the final layer.

Yes

Wang et al. (2014) Generalised Autoencoder: SDAE is modified such that the representation incorporates the structure of

the dataspace as well.

No

Zhang et al. (2015) Stacked Multichannel Autoencoder: The gap between synthetic data and real data is reduced by learning

a mapping between the two.

No

Gao et al. (2015) Inspired from SDAE, an identification specific model is proposed, where the probe image is treated as

the noisy input while the gallery images are treated as the clean input.

Yes

Zhuang et al.

(2015)

A two layer model is proposed wherein, a representation is learned in the first layer, and the class label

is encoded in the second layer.

Yes

Majumdar et al.

(2017)

A joint sparsity (using ℓ2,1) promoting supervision penalty term is added to the loss function of SDAE. Yes

Meng et al. (2017) A relational term, which aims to model the relationship between the input data is added to the loss

function.

No

Proposed (2018) Class Specific Mean Autoencoder: utilizes class mean to learn discriminative features. Yes

coder is as follows:

arg min
W1

e ,...,W
k
e ,

W1
d
,...,Wk

d

1

N

∑

i

(

‖xi − b ◦ a(xni)‖
2
2 + λ ‖a(xi) − a(xni)‖

2
2

)

+α

(

KL(ρx‖ρo) + KL(ρxn
‖ρo)

)

where, ρx =
1

N

∑

i

1

2

(

a(xi) + 1
)

and

ρxni
=

1

N

∑

i

1

2

(

a(xni) + 1
)

(3)

here, the first term corresponds to the reconstruction error,

second is the similarity preservation term, and the remaining

two terms correspond to the Kullback Leibler (KL) divergence

(Kullback and Leibler, 1951) to introduce sparsity in the hidden

layers.

Contrastive Autoencoder (CsAE) proposed by Zheng et al.

(2014), is another variant of supervised autoencoder which uses

the class label information during training. The loss func-

tion of the model is the difference between the output of two

sub-autoencoders trained simultaneously on samples belonging

to the same class, along with the loss function of each sub-

autoencoder. The equation for the same is given as:

arg min
W1

e ,...,W
k
e ,

W1
d
,...,Wk

d

λ(‖x1 − b ◦ a(x1)‖22 + ‖x2 − b ◦ a(x2)‖22)

+(1 − λ) ‖Ok(x1) − Ok(x2)‖22 .

(4)

where, x1 and x2 represent two different input samples be-

longing to the same class. For each sub-autoencoder, a(x) =

φ(Wk
eφ(W

k−1
e ...φ(W

1
e(x))) and b(x) = W1

d
(W2

d
...Wk

d
(x)), where

Wi
e and Wi

d
refer to the encoding and decoding weights of the

ith layer, and Ok(x) is the output of the kth layer.

Recently, Majumdar et al. (2017) present a class sparsity

based supervised encoding algorithm wherein a joint-sparsity

promoting l2,1−norm supervision penalty is added to the loss

function. For samples X, belonging to total C classes, the mod-

ified algorithm is presented as:

arg min
W1

e ,...,W
k
e ,W

1
d
,...,Wk

d

‖X − b ◦ a(X)‖2F + λ

C
∑

c=1

‖WeXc‖2,1 (5)

where, Xc refers to the samples belonging to class c. The reg-

ularization term enforces same sparsity signature across each

class, which leads to similar representations of samples from a

given class.

2.2. Proposed Class Specific Mean Autoencoder

While all the above techniques incorporate supervision into

an otherwise unsupervised model, the proposed architecture in-

corporates the mean feature of each class into the feature learn-

ing process as well. The key motivation behind the proposed

algorithm is illustrated in Fig. 4. In this example, with faces as

input, adult and minor as the two classes, the mean adult image

and mean minor image are computed using the training sam-

ples. For a given probe face image, computing the l2 distance

with respect to the mean minor image provides the similarity

of the sample with the minor class. It can be observed that

the difference between a minor probe image and the mean mi-

nor image is lower as compared to the difference between an

adult probe image and the mean minor image. This example

shows that if the intra-class variations are encoded, it may help

in learning class-specific features. Inspired from this observa-

tion, in this research, we present a novel formulation of Class

Specific Mean Autoencoder.

In the proposed formulation, the loss function of an autoen-

coder (Hinton and Salakhutdinov, 2006) is updated by introduc-

ing class specific information. For simplicity and clarity, Eq. 1
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Fig. 4. For a two class problem consisting of adults and minors, and two

probe images, the figure depicts the difference of each probe with respect

to the mean minor image. It can be observed that the difference of the

minor probe image from the mean minor image is significantly less than

the difference of the adult probe image with the mean minor image. This

motivates the use of class specific mean feature vectors for incorporating

supervision in the feature learning process.

is repeated as follows:

arg min
We,Wd

‖x −Wdφ(Wex)‖22 (6)

For an input sample xc, belonging to class c, the feature vec-

tor fxc
is defined as follows:

fxc
= φ(Wexc) (7)

The mean feature vector pertaining to the cth class is defined as:

mc = µ(φ(WeXc)) (8)

where, µ represents the mean operator, and Xc represents all the

training samples belonging to class c.

As discussed earlier in this section, we postulate that encod-

ing the difference between the feature of a sample and the mean

sample of the same class can help in encoding class-specific

features. In other words, the feature of a particular class is

brought similar/closer to the mean feature of that class. To en-

code this information, Eqs. 7 and 8 are utilized to form the

following optimization constraint:

∥

∥

∥ fxc
− mc

∥

∥

∥

2

2
(9)

The above equation is incorporated into an autoencoder to

create Class Specific Mean Autoencoder as follows:

arg min
We,Wd

‖xc −Wdφ(Wexc)‖22 + λ
∥

∥

∥ fxc
− mc

∥

∥

∥

2

2
(10)

where, λ is the regularization constant. The proposed Class

Specific Mean Autoencoder learns the weight parameters such

that the features of a particular class are grouped together. Ex-

panding Eq. 10, we obtain:

arg min
We,Wd

‖xc −Wdφ(Wexc)‖22 +

λ ‖φ(Wexc) − µ(φ(WeXc))‖22

(11)

The updated loss function of Eq. 11 ensures that the learned

feature for a sample is close to the mean representation of its

class, while being representative of the input sample as well.

The second term is added for supervised regularization and can

be viewed as:

E =
∥

∥

∥ fxc
− t
∥

∥

∥

2

2
(12)

for a given expected target t and obtained output fxc
. The above

equation draws a direct parallel with Eq. 1, where the expected

target is x, and the obtained output is (Wdφ(Wex)). Similar to

the update rule for Eq. 1, the update rule for the above regular-

ization term for jth expected (t j) and obtained (o j) output, with

respect to weight wei, j
, can be written as:

∂E

∂Wei, j

=
1

2
∗ (o j − t j) ∗

∂o j

∂Wei, j

(13)

Similar to the gradient descent backpropogation applied to Eq.

1, the Class Specific Mean Autoencoder is solved iteratively via

the above update rule till convergence.

For a k layered Class Specific Mean Autoencoder, having

encoding weights as W1
e ,W

2
e , ...,W

k
e, and decoding weights as

W1
d
,W2

d
, ...,Wk

d
, the loss function of Eq. 10 can be modified as:

arg min
W1

e ,...,W
k
e ,

W1
d
,...,Wk

d

‖xc − b ◦ a(xc)‖22 +

i=k
∑

i=1

λi

∥

∥

∥ f i
xc
− mi

c

∥

∥

∥

2

2
(14)

where, a(x) = φ(Wk
e(φ(Wk−1

e . . . (φ(W1
e x))))) is the encoding

function, and b(x) = W1
d
(W2

d
. . . (Wk

d
x)) corresponds to the de-

coding function, and f k
xc

and mk
c are defined as:

f k
xc
= φ(Wk

e(φ(Wk−1
e . . . (φ(W1

e xc))))) (15)

mk
c = µ(φ(W

k
e(φ(Wk−1

e . . . (φ(W1
eXc)))))) (16)

Owing to the large number of parameters involved, the opti-

mization of the above model is performed via the greedy layer

by layer approach (Bengio et al., 2007). At the time of test-

ing, the learned encoding weights (W1
e ,W

2
e , . . .W

k
e) are used to

calculate the feature vector for a given sample, which is then

provided as input to a classifier. Fig. 5 presents a pictorial rep-

resentation of the proposed algorithm, for a two class problem.

2.3. Predicting Adulthood using Class Specific Mean Autoen-

coder

The proposed Class Specific Mean Autoencoder is used to

address the problem of classification of face images into adults

(18 years of age or more) or minors (less than 18 years of age).

The proposed model is used for feature extraction, which is then

followed by a Neural Network for classification. The algorithm

is summarized in Algorithm 1.

3. Datasets and Experimental Details

Given a face image, predicting whether the individual is an

adult or not, can be modeled as a two class classification prob-

lem: individuals below the age of 18 years are referred as mi-

nors, while individuals of age equal to or greater than 18 years

are referred as adults. Details regarding the datasets used, and

the experimental protocols are as follows:
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Fig. 5. Proposed Class Specific Mean Autoencoder. x and x̃ represent the input and the reconstructed sample respectively, We and Wd denote the encoding

and decoding weights, and fx corresponds to the learned feature vector.

Algorithm 1: Training Single Layer Class Specific Mean

Autoencoder for Adulthood Prediction

Input : Training images of minor (Xminor) and adult

(Xadult) classes, iter = 0, maxIter.

Output: Encoding and decoding weights: We, Wd.

1 Initialize We and Wd;

2 while iter < maxIter do

3 Compute mean adult feature (miter
adult

) using Eq. 8 ;

4 Compute mean minor feature (miter
minor

) using Eq. 8 ;

5 foreach xminor ∈ Xminor do

6 Minimize Eq. 10 using xminor and miter
minor

;

7 end

8 foreach xadult ∈ Xadult do

9 Minimize Eq. 10 using xadult and miter
adult

;

10 end

11 iter++;

12 end

3.1. Datasets Used

Experiments are performed on two datasets: (i) Multi-

Ethnicity dataset and (ii) MORPH Album-II dataset. Fig. 6

shows some sample images from both the datasets. Details

about each are given below:

3.1.1. Multi-Ethnicity Dataset

Since the existing datasets containing images of minors and

adults contain very limited variations with respect to ethnic-

ity, pose, and expression, along with very few samples below

the age of 16, we propose the Multi-Ethnicity Dataset. Multi-

Ethnicity dataset consists 13,133 face images combined from

• Proposed Multi-Resolution Face Dataset containing 4,019

face images,

• Heterogeneous Dataset containing 8,112 face images

(Dhamecha et al., 2011), and

• FG-Net Aging Dataset containing 1,002 face images (Pa-

nis et al., 2016).

The dataset contains variations across ethnicity, gender, reso-

lution, illumination, as well as minute pose and expression. Due

to the lack of datasets containing face images of both adults and

minors, we have also created Multi-Resolution Face Dataset

(a) Multi-Ethnicity Dataset

(b) MORPH Album-II Dataset

Fig. 6. Sample images from the datasets used for experimental evaluation.

(MRFD) consisting of 4,019 face images of minors and adults

of two resolutions with slight variations in pose, expression,

and illumination. The Multi-Resolution Face Dataset1 consists

of 4,019 Indian face images of 317 subjects captured in out-

door, as well as indoor environment. The dataset consists of

images of 307 minors (3,896 images) and 10 adults. Images

have been captured from two smartphones (with 3.1 MP cam-

era) with resulting face size of 360× 420 pixels, and a high res-

olution hand-held Canon digital camera with resulting face im-

ages of dimension 560× 680. Each subject has at least 12 near-

frontal, well-illuminated images (at least 4 from each camera

source). The dataset contains variations in age, ranging from

toddlers to adults of around 50 years. The subjects were only

asked to look at the camera, without any instructions for pose or

expression, which resulted in images with varying head move-

ment and expression. This is the first dataset containing such

large number of minor images which would help in facilitating

research on minor face images as well. Fig. 7 presents some

sample images from the MRF dataset illustrating variations in

age, illumination, and expression.

3.1.2. MORPH Album-II Dataset

Craniofacial Longitudinal Morphological Face (MORPH)

dataset (Ricanek Jr. and Tesafaye, 2006) consists of two al-

1The dataset will be made publicly available for academic research via

http://iab-rubric.org/resources.html
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Table 2. Summarizing the dataset description and experimental protocol.

Database Total Number of Images
Number of Images of Number of Images in

Minors Adults Train Set Test Set

MORPH Album-II Dataset 55,132 3,330 51,802 4,662 50,470

Multi-Ethnicity Dataset 13,133 8,574 4,559 6,276 6,857

Fig. 7. Sample images from the proposed Multi-Resolution Face dataset.

bums: Album-I contains scanned digital face images, while

Album-II contains longitudinal digital face images captured

over several years. A subset of Album-II containing 55,134

images of 13,000 subjects is made available for academic re-

searchers, which has been used for experimental analysis in this

research. The dataset contains images of subjects between the

age range of 16 to 77 years, and also provides metadata for race,

gender, date of birth, and date of acquisition.

3.2. Experimental Protocol

Unseen training and testing partitions are created for both the

datasets. For training, equal number of samples from both the

classes are used, which is defined by the class with lesser num-

ber of samples. 70% of the samples corresponding to the minor

class and equal number of images from adult class are used for

training, while the remaining data is used for testing. For the

MORPH dataset, this results in the training and testing sets of

size 4,662 and 50,470 images respectively. Similarly, for the

Multi-Ethnicity dataset, 6,276 images are selected for training

with the constraint that equal number of samples are selected

from both the classes. The remaining face images constitute the

test set. Details of data partitioning are documented in Table 2.

To showcase the efficacy of the proposed algorithm, com-

parison has been drawn with other deep learning based feature

extractors; namely, Stacked Denoising Autoencoder (SDAE)

(Vincent et al., 2010), Deep Boltzmann Machine (DBM) (Hin-

ton, 2012), and Discriminative Restricted Boltzmann Machine

(DRBM) (Larochelle and Bengio, 2008). Comparison has also

been drawn with VGG-Face descriptor (Parkhi et al., 2015),

which is one of the state-of-the-art deep learning based feature

extractor. Features extracted from these models are provided

as input to a Neural Network for classification. A CNN based

Commercial-Off-The-Shelf (COTS) system, Face++ (Zhou

et al., 2015), has also been used to compare the performance

of the proposed model. Since there does not exist any COTS

for the task of adulthood prediction, Face++ is used to estimate

the age of the given face image, which is then utilized to clas-

sify the input as an adult or a minor. In order to analyze the

statistical significance of the results obtained by the proposed

model, McNemar test (McNemar, 1947) has been performed.

Given the classification results obtained from two models, Mc-

Nemar test predicts whether the performance of both the mod-

els is statistically different or not. For every comparison of the

proposed Class Specific Mean Autoencoder with an existing ar-

chitecture, a p-value is reported. A smaller p-value corresponds

to a higher confidence level of statistical difference. In this re-

search, all claims of statistical significance have been made at a

confidence level of 95%.

3.3. Implementation Details

For all the experiments, face detection is performed on all im-

ages using Viola Jones Face Detector (Viola and Jones, 2004),

following which the images are geometrically normalized and

resized to a fixed size. A Class Specific Mean Autoencoder of

dimensions [m, m] is learned, where m is the size of the im-

age. Following this, a neural network of dimension [ m
4
, m

8
] is

trained for classification. sigmoid activation function is used

at the hidden layers. Models are trained for 100 epochs with

a learning rate of 0.01. We have followed the best practices

used for setting the parameters and architecture for deep learn-

ing (Larochelle et al., 2009). For existing algorithms, in order

to maintain consistency, a two layer architecture is utilized for

the feature extractor and neural network.

4. Experimental Results and Observations

Owing to the large class imbalance in the test samples, mean

class-wise accuracy has been reported for all the experiments.

The formula used for calculating the accuracy is as follows:

Accuracy =
AccuracyMinor + AccuracyAdult

2
(17)

where, AccuracyMinor and AccuracyAdult correspond to the ac-

curacies obtained for minor and adult classification, respec-

tively by a particular model.
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Fig. 8. Receiver Operating Characteristic (ROC) curves obtained for categorizing whether a given face image is of an adult or not.

4.1. Results on Multi-Ethnicity Dataset

Table 3 presents the classification accuracies of the proposed

model along with other existing architectures on the Multi-

Ethnicity Dataset. Fig. 8 also presents the Receiver Opera-

tive Characteristic (ROC) curves obtained for the experiments.

It is observed that the proposed Class Specific Mean Autoen-

coder (2-layer) achieves a classification accuracy of 92.09%,

which is at least 2.5% better than existing algorithms. This

is followed by VGG-Face with an accuracy of 89.45%, while

Face++ (commercial off-the-shelf system) achieves a classifi-

cation performance of 78.41%. The improvement of 5.29% in

performance of the proposed model as compared to a Stacked

Denoising Autoencoder can be attributed to the additional class

representative terms added to the autoencoder formulation.

Table 3 also presents the p-values obtained upon performing

the McNemar test to evaluate the statistical difference. Since

all the values are below 0.05, we can claim with a confidence

level of 95% that the performance of the proposed model is sta-

tistically different from all other existing models. In order to

understand the effect of number of layers, experiments are also

performed using a single layer Class Specific Mean Autoen-

coder. For a single layer, the proposed model yields an accu-

racy of 91.58%, which continues to show an improvement of at

least 2%, compared to other models with the same architecture.

To analyze the class-specific classification accuracies, Table

5 presents the confusion matrix for the proposed Class Specific

Mean Autoencoder on the Multi-Ethnicity dataset. The results

indicate that the performance of the trained model is not bi-

ased towards any particular class by achieving a classification

accuracy of 93.52% and 90.65% on the two classes of adults

and minors, respectively. This is essential to ensure that while

unauthorized access is not provided to minors, rightful adults

are not restricted from it either. In order to cater to the appli-

cation of age-specific authorized access control, it is essential

to ensure that the percentage of people below the age of major-

Fig. 9. Sample images from the Multi-Ethnicity dataset, incorrectly classi-

fied by all algorithms. At the time of capture, all individuals were below the

age of 18. It can be seen that while the actual age of the samples was below

the age of majority, it is easy to mistake minors of 16-17 years as adults.

External accessories such as scarves may also introduce mis-classification,

resulting in unauthorized access control.

ity, i.e. minor, obtaining unauthorized access should be mini-

mal. To analyze the performance of all architectures for such

an application, Fig. 11 presents bar graphs summarizing the

percentage of minors misclassified as adults. It can be seen that

the proposed model achieves a misclassification percentage of

9.35%, as opposed to 22.97% by Face++. Fig. 9 presents some

sample images from the Multi-Ethnicity dataset misclassified

as adults by all the algorithms. It can be observed from the

sample images that these images were captured either near the

age of majority of 16-17 years or have artifacts such as head-

bands/scarves, which further make the task of adulthood classi-

fication challenging. Certain samples of kids below the age of

one year were also mis-classified, possibly due to the undevel-

oped features of newborns.

The major challenges associated with the problem of adult

classification lie in the age bracket of 16 to 19 years (16-17:

minors, and 18-19: adults). On the Multi-Ethnicity dataset,

the proposed algorithm achieves a classification accuracy of

64.58% on the above mentioned age range. VGG-Face, which

performs the second best, reports an accuracy of 58.33%, which

is at least 6% lower than the proposed algorithm. Fig. 10 dis-

plays sample images from the specified age range and are mis-
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Table 3. Classification Accuracy (%) on Multi-Ethnicity dataset. p-Value corresponds to the values obtained after performing McNemar test to compare

the classification performance of an existing architecture with the proposed Class Specific Mean Autoencoder. The proposed model presents improved

classification performance, while being statistically different from all other models at a confidence level of 95%.

Method Accuracy (%) p-Value Statistical Significance

SDAE (Vincent et al., 2010) 86.80 0.003 Significant

DBM (Hinton, 2012) 65.16 < 0.001 Significant

DRBM (Larochelle and Bengio, 2008) 87.03 0.001 Significant

VGG-Face (Parkhi et al., 2015) 89.45 0.004 Significant

COTS: Face++ (Zhou et al., 2015) 78.41 < 0.001 Significant

Proposed Class Specific Mean Autoencoder 92.09 - -

Table 4. Classification Accuracy (%) on MORPH Album-II dataset. p-Value corresponds to the values obtained after performing McNemar test to

compare the classification performance of an existing architecture with the proposed Class Specific Mean Autoencoder. The proposed model presents

improved classification performance, while being statistically different from all other models at a confidence level of 95%.

Method Accuracy (%) p-Value Statistical Significance

SDAE (Vincent et al., 2010) 66.25 0.005 Significant

DBM (Hinton, 2012) 65.30 < 0.001 Significant

DRBM (Larochelle and Bengio, 2008) 65.72 < 0.001 Significant

VGG-Face (Parkhi et al., 2015) 70.44 0.010 Significant

COTS: Face++ (Zhou et al., 2015) 57.23 < 0.001 Significant

Proposed Class Specific Mean Autoencoder 73.13 - -

Fig. 10. Sample images from the Multi-Ethnicity dataset that are in the

age bracket of 16-19 years and misclassified by the proposed Class Specific

Mean Autoencoder. The first image belongs to an adult of age 19 years,

while the remaining belong to entities below the age of majority.

Table 5. Confusion matrix of Class Specific Mean Autoencoder on the

Multi-Ethnicity database.

Predicted

A
ct

u
a

l Adult Not Adult

Adult 93.52% 6.48%

Not Adult 9.35% 90.65%

classified by the proposed algorithm. The images demonstrate

the challenging nature of human aging which are dependent on

intrinsic and extrinsic person-specific factors, such as health,

environment, and climate.

4.2. Results on MORPH Album-II Dataset

The classification accuracies obtained by the proposed model

and other existing architectures are tabulated in Table 4, and

Fig. 8 presents the Receiver Operating Characteristic (ROC)

curves obtained for the experiments. It is observed that the

proposed architecture achieves a classification accuracy of

73.13%, which is at least 2.5% better than existing approaches,

while Face++ (COTS) achieves an accuracy of 57.23%. Ta-

ble 4 also presents the p-values obtained upon performing the

McNemar statistical test on the proposed Class Specific Mean

Autoencoder and other existing models. While the second best

performance is achieved by VGG-Face features (70.44%), it is

important to note that the improvement in accuracy achieved

by the proposed model is statistically significant for a confi-

dence level of 95%. Upon analyzing the gender-specific adult-

hood prediction results, it can be observed that the classifica-

tion accuracy on female sample images is 62.89%, whereas the

accuracy on male sample images is 75.09%. It is further ob-

served that for females, the misclassification of adults as minors

is much higher, as compared to males, thereby resulting in an

overall lower classification performance.

From Fig. 11, it can be observed that the proposed model

achieves a minor misclassification percentage of only 3.9%, as

opposed to nearly 80% by Face++ (COTS) on the MORPH

Album-II dataset. The high misclassification rate of minors by

Face++ reinstates the requirement for robust algorithms with

the ability to process and analyze minor face images as well.

It is important to note that the age of face images in MORPH

Album-II dataset varies from 16 to 77 years. Thus, resulting

in a further challenging dataset having multiple subjects just

below the age of majority. The higher misclassification rate

achieved can thus also be attributed to this challenging age

range. It is also interesting to observe from Fig. 11 that while

DRBM achieves a lower misclassification of minors as adults

(i.e. 3.30%), the overall classification accuracy of DRBM based

approach is less than the proposed approach (Table 4). This fur-

ther motivates the use of the proposed algorithm for ensuring

rightful access to adults, while restricting minors.

Fig. 12 presents sample images of the age group of 16-19

(16-17: minors, 18-19: adults) years from the MORPH Album-

II dataset which are correctly identified by the proposed algo-

rithm and not by any other algorithm. Upon analyzing the mean

images of both the classes, we observe a significant visual dif-

ference in the jaw area of minors and adults. As can be seen

from Fig. 12 as well, minors appear to have a tighter jaw line

which is often not observed with adults. We believe that this

variation has been encoded well by the proposed model among
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(a) Multi-Ethnicity Dataset (b) MORPH Album-II Dataset

Fig. 11. Percentage of minors incorrectly classified as adults for both the datasets. A lower percentage would ensure fewer instances of unauthorized access.

Table 6. Classification accuracy (%) on perturbed face images for Multi-Ethnicity and MORPH Album-II datasets.

Perturbation
Multi-Ethnicity Dataset MORPH Album-II Dataset

Proposed VGG-Face Proposed VGG-Face

No Perturbation (Original) 92.09 89.45 73.13 70.44

Gaussian Blur (Sigma = 3) 89.54 61.34 72.40 50.00

Gaussian Noise (Mean = 0, Std. dev. = 0.01) 87.95 50.59 72.09 50.03

Gaussian Noise(Mean = 0, Std. dev. = 0.001) 91.66 60.57 72.98 62.08

Holes (10 holes of 3 × 3) 87.35 64.67 72.55 56.70

(a) Minors

(b) Adults

Fig. 12. Sample images from the MORPH Album-II dataset correctly clas-

sified by the proposed algorithm, and not by other existing algorithms.

(a) shows images of individuals having age 16 (first two samples) or 17,

whereas (b) depicts just turned adults of 18 (first two) or 19 years of age.

other features, resulting in superior performance.

4.3. Performance on Perturbed Face Images

It has often been observed in literature that the performance

of deep models deteriorates in the presence of perturbations

(Goswami et al., 2018). The proposed model has also been

evaluated on perturbed face images in order to understand its

vulnerabilities. This is performed by incorporating perturba-

tions in the form of Gaussian blur, Gaussian noise, and holes in

the original face images. Experiments are performed on the

Multi-Ethnicity and the MORPH Album-II datasets with the

protocols discussed earlier. The models are trained on unper-

turbed (original) images but the test images are perturbed. In

this evaluation, no separate training is performed for the per-

turbed face images. Table 6 presents the classification accura-

cies obtained from the proposed Class Specific Mean Autoen-

coder, and the second best performing model, VGG-Face. It

can be observed that with perturbed test images, the accuracy

of the proposed model reduces by less than 5% and 1.04% for

Multi-Ethnicity and MORPH Album-II datasets, respectively.

On the other hand, VGG-Face demonstrates a drop of at least

24% and 8% on the two datasets, respectively. This experiment

demonstrates the utility of the proposed model for performing

classification under different kinds of perturbations.

5. Conclusion

Faces are often seen as a viable non-invasive modality for

predicting the age of an individual. However, due to the large

intra-class variations, predicting adulthood from face images is

an arduous task. The key contribution of this research is devel-

oping a novel formulation for Class Specific Mean Autoencoder

and utilize it for adulthood classification. The proposed formu-

lation aims to learn supervised feature vectors that maximize

the intra-class similarity. Experimental results and compari-

son with existing approaches on two large databases: the pro-

posed Multi-Ethnicity dataset and MORPH Album-II dataset

showcase the effectiveness of the proposed algorithm. In fu-

ture, we plan to extend the proposed formulation to incorporate

multiclass-multilabel information in feature learning.
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