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Abstract

We present a three-dimensional (3D) and fully Eulerian approach to capturing

the interaction between two fluids and moving rigid structures by using the fic-

titious domain and volume-of-fluid (VOF) methods. The solid bodies can have

arbitrarily complex geometry and can pierce the fluid-fluid interface, forming

contact lines. The three-phase interfaces are resolved and reconstructed by using

a VOF-based methodology. Then, a consistent scheme is employed for trans-

porting mass and momentum, allowing for simulations of three-phase flows of

large density ratios. The Eulerian approach significantly simplifies numerical

resolution of the kinematics of rigid bodies of complex geometry and with six

degrees of freedom. The fluid-structure interaction (FSI) is computed using the

fictitious domain method. The methodology was developed in a Message Pass-

ing Interface (MPI) parallel framework accelerated with Graphics Processing

Units (GPUs). The computationally intensive solution of the pressure Poisson

equation is ported to GPUs, while the remaining calculations are performed

on CPUs. The performance and accuracy of the methodology is assessed using

an array of test cases, focusing individually on the flow solver and the FSI in

surface-piercing configurations. Finally, an application of the proposed method-

ology in simulations of the ocean wave energy converters is presented.
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1. Introduction

Fluid-Structure Interaction (FSI) can be found in many diverse areas en-

compassing sediment transport in rivers, fluidized beds, blood flow in arteries,

power plant condensers, and ocean wave energy converters (WECs). In this pa-

per, we present a computational framework to model FSI between two fluids and

a moving rigid structure. The framework is quite general and applicable to many

diverse FSI applications. However, our focus is on WECs. WECs have been

traditionally modeled using the potential flow theory, where both linear [1, 2]

and nonlinear [3–6] models have been developed. A review on theory and ap-

plications of both types of models can be found in [7]. However, these methods

cannot handle large topographical changes in the free-surface, e.g., breaking of

waves around structures. Moreover, such methods employ an empirical relation,

e.g., Morison’s equation [8], to account for viscous drag. Empirical relations for

viscous drag exist only for simple structure geometries. Complex geometries

will require additional wave tank tests.

Phenomena like viscous layer separation, turbulence, wave-breaking and

overtopping are critical to correct numerical prediction of WEC response and

can only be captured by solving the full Navier-Stokes (N-S) equations, including

the viscous term. Approaches that employ the full N-S solutions to compute

FSI include body conformal methods [9–13], immersed boundary (IB) meth-

ods [14, 15], and fictitious domain (FD) methods [16, 17]. A detailed review on

different numerical modeling techniques of FSI can be found in [18]. In body con-

formal methods, the mesh is updated every time step to conform to the structure

boundary or the free interface. The method becomes especially challenging if

the boundary/interface is arbitrarily complex and undergoes large deformation.

That issue is circumvented in IB and FD methods where the mesh for solving
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the N-S equations does not have to conform to the boundary/interface. In the

IB method first developed by Peskin [14], a forcing term is added to the N-S

equations. In another variant of the IB method developed by Mohd-Yusof [19],

the effect of immersed boundary is introduced by imposing velocity boundary

condition at the grid points located in the vicinity of the interface. In the IB

approach, the forces on the structure are computed by explicit integration of

pressure and shear stresses at the immersed interface, e.g., [20]. In this regard,

Hu and Joseph [21] and Fekken [22] observed that using the explicit integra-

tion to compute hydrodynamic forces on the structure is unstable if mass (m)

of the moving structure is less than the virtual mass (mv) of the surrounding

fluid accelerated by the motion of the structure, i.e., if m < mv. The explicit

integration scheme will be unstable in spite of small time steps. To avoid this

problem, Hu and Joseph [21] suggested alternately solving the equations for

the structure and fluid in an iterative fashion until a convergence criterion is

satisfied. The iterative procedure makes the scheme computationally expensive.

Hesla’s [23] combined weak formulation of the fluid-structure evolution obviates

this iterative procedure. The formulation called the fictitious domain method

was developed by Glowinski [24] using the distributed Lagrangian multiplier

and later made computationally fast by Patankar [25, 26]. The fast method of

Patankar was employed in a finite volume framework by Sharma [17]. In the fast

fictitious domain method, the structure is considered as a fictitious fluid and

the N-S equations are solved in the entire computational domain. Rigid body

velocity is then imposed in the solid domain by conserving linear and angular

momenta. The method was used by [27–29] to study FSI. In the present work,

we employ the same method to compute FSI between two fluids and a moving

rigid body.

Most of the previous work with FD method involved a structure completely

submerged in fluid, e.g. [17, 24, 27, 29–31]. Of these, [29] and [30] used a fully

Eulerian approach for computing both fluid and structure motions. FD method

has been applied in 2D to surface piercing floating structures in [28, 32–34].
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In 3D, [16, 35, 36] employed the FD method to surface piercing floating par-

ticles, where the free surface was represented by the level set function. The

particle motion, however, was treated in a Lagrangian fashion. We present a

fully Eulerian fictitious domain methodology to compute FSI in surface piercing

configurations, i.e., rigid structures interacting with two immiscible incompress-

ible fluids. Here, the kinematics of the solid boundary and the interface between

the two fluids are resolved by using the Volume-of-Fluid (VOF) method through

two separate color functions. Such representation allows us to handle arbitrarily

shaped and complex solid bodies. The proposed methodology employs a single

fully Eulerian finite volume grid for moving the structure and the two fluids.

The Eulerian implementation of the FD method offers some advantages:

• It obviates the need for transfer functions, otherwise needed in Lagrangian

treatment of the rigid body motion, to interpolate between Eulerian back-

ground grid and the Lagrangian nodes attached to the rigid body.

• Relying on the Eulerian transport schemes, e.g., the VOFmethod of Youngs [37,

38], simplifies appreciably the six degree-of-freedom (DOF) position update

of the rigid body. Otherwise, in a Lagrangian framework, update of the

rotational positions of a non-spherical body becomes a rather cumbersome

task involving either Euler’s angles or quaternions. Recently, van Wachem

et al. [39] implemented quaternion rotation to study the FSI involving non-

spherical particles.

• Phase change processes can be easily handled by an Eulerian approach where

the solid phase is represented by a color function such as VOF [29].

There are some challenges in implementing a fully Eulerian FD method to

surface piercing configurations. In such configurations, there can exist computa-

tional cells that contain three phases (solid and the two fluids). Such cells require

special treatment to reconstruct the interfaces and transport mass. We use the

3D error-minimization VOF method formulated by Pathak and Raessi [40] to

reconstruct the phase interfaces and transport mass in three-phase cells. An al-

ternative approach can be the moment-of-fluid (MoF) method first proposed by
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Ahn and Shashkov [41], which requires additional information in the form of cell-

wise centroid position of each phase. Recently, Li et al. [42] presented a MoF ap-

proach to track centroids along with volume fractions. The method [40] adopted

in the present work requires only the available volume fraction distribution to

perform inteface reconstruction in three-phase cells. Furthermore, the density

ratio among the three phases can be arbitrarily large. If not treated properly,

non-physical deformations can be observed at the phase interfaces [43, 44]. We

employ the consistent scheme proposed by Rudman [45] that can handle sim-

ulations involving large density ratios. In this scheme, mass and momentum

are transported in a tightly coupled consistent fashion. The formulation is ex-

plained in Section 3.3.

In several previous studies, e.g., [22, 46], involving free surfaces, the N-S

equations are solved only for the water phase. The effect of air is considered via

pressure and shear stress boundary conditions. Such approach might not be ap-

propriate for modeling phenomena like wave-breaking. Iafrati [47] showed signif-

icant dissipation of energy occurring in the air phase via formation of large scale

dipoles during wave-breaking. The methodology proposed in the present paper

solves the full N-S equations in both air and water phases making it suitable for

modeling phenomena like breaking of waves around structures. Although, its

immediate application is WECs, the computational tool was developed at a gen-

eral level without any simplifications and by including all effects (e.g., surface

tension) so that it is versatile and can be readily employed in other applications.

The organization of the paper is as follows. We present the governing equa-

tions and the boundary conditions in Section 2. The numerical implementation

is provided in Section 3. Section 4 assesses the accuracy of our numerical frame-

work via an array of test cases. Finally, the work is summarized in Section 5.
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2. Governing equations

Consider a two-fluid flow interacting with a moving rigid body. The two

fluids are assumed to be Newtonian, immiscible and incompressible. The con-

servation equations of mass and momentum are given by Eqs. 1 and 2, respec-

tively.

∇ · ~U = 0 (1)

∂

∂t
(ρ~U) +∇ · (ρ~U ~U) = −∇p+∇ · τ + ~FB + ~FST + ~FS (2)

Here, ~U is the velocity vector, ρ is the density and p is the pressure. ~FB and

~FST are the body force, e.g. gravity, and the surface tension force, respectively.

~FS denotes the fluid-structure interaction force. τ represents the stress tensor

and is given by,

τ = µ(∇~U +∇~UT ) (3)

where µ is the coefficient of dynamic viscosity.

The two fluids and the rigid solid body share the same Eulerian mesh. To

track their volumes, we define two scalars f and ψ as,

f(~x) =







1 ~x ∈ fluid 1

0 ~x /∈ fluid 1
(4)

ψ(~x) =







1 ~x ∈ solid

0 ~x /∈ solid
(5)

In a descretized domain, we define volume fraction, F , as the fraction of cell

volume V occupied by fluid 1, i.e.,

F =
1

V

∫

V

f dv (6)

Similarly, the discrete volume fraction, Ψ, for the solid phase is defined as,

Ψ =
1

V

∫

V

ψ dv (7)
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The two fluids and the solid phase are tracked by solving the following transport

equations:

∂f

∂t
+ (~U · ∇)f = 0 (8)

∂ψ

∂t
+ (~U · ∇)ψ = 0 (9)

Solid body motion has been treated by using a Lagrangian approach in sev-

eral previous studies [17, 24, 27]. Adopting an Eulerian approach (given by Eqs.

(5) and (9)), however, offers some advantages, for example, relatively straight-

forward handling of the motion of solid bodies with arbitrarily complex shapes.

The volume fractions F and Ψ are also used to compute the density and

viscosity in the discretized form of the momentum equation (2):

ρ = F ρl +Ψ ρs + (1−Ψ− F ) ρg (10)

where, ρl and ρg are the densities of the fluid 1 and 2, respectively, and ρs is the

density of the solid phase. The coefficient of dynamic viscosity is defined by:

1

µ
=
F

µl
+

1− F

µg
(11)

Here, µl and µg are the coefficients of dynamic of viscosity of the two fluids.

Such prescription of viscosity avoids severe accelerations in the lighter and less

viscous fluid. The viscosity is applied only in the fluid domain. Inside the solid

domain viscosity is of little significance because the strain rate (∇~U +∇~UT ) is

zero due to the rigidity constraint.

At the wall boundaries of the numerical domain we impose no-slip and no-

penetration boundary conditions:

~U · n̂s = 0 (12)

~U · t̂s = 0 (13)

Here, n̂s and t̂s are unit normal and tangential vectors to the wall. Additionally,

a zero pressure gradient is imposed at the wall boundaries of the numerical
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domain:
∂p

∂ns
= 0 (14)

3. Numerical Implementation

We employ finite volume discretization of Eq. (2) on a staggered Cartesian

grid according to the Marker and Cell (MAC) method [48]. In a staggered

arrangement, the variables f , ψ, ρ and p are located at cell centres, while the

velocities are defined at the cell faces. To solve Eq. (2), we implement the

two-step projection method of Chorin [49].

ρn+1~U∗ − ρn~Un

∆t
= −∇ · (ρ~U ~U)n +∇ · (τ)n + ~FnB + ~FnS (15)

ρn+1~Un+1 − ρn+1~U∗

∆t
= −∇pn+1 + ~Fn+1

ST (16)

Here, the superscripts n and n + 1 denote the current and next time-steps,

respectively. ~U∗ is the intermediate velocity. By applying continuity equation,

Eq. (1), on Eq. (16) we obtain the pressure Poisson equation:

−∇ ·

(

∇pn+1

ρn+1

)

= −
1

∆t
∇ · ~U∗ −∇ ·

(

~Fn+1
ST

ρn+1

)

(17)

The pressure at the next time-step, pn+1, is the solution of Eq. (17), which is

solved by using the Incomplete Cholesky Conjugate Gradient (ICCG) solver.

The pressure Poisson step is the bottleneck of the overall algorithm and has

been accelerated by porting it to Graphics Processing Units (GPUs) by Codyer

et. al [50]. The pressure is used to compute ~Un+1 using Eq. (16). The solver

employs Message Passing Interface (MPI) parallelism [51].

3.1. Fluid-Structure Interaction Force

The FSI force, ~FS , appearing in the Eq. (2), is computed using the fast-

fictitious domain method of Sharma and Patankar [17]. Eqs. (1) and (2) are

first solved in the entire computational domain after setting ~FS = 0. This

yields a divergence free velocity ~Un+1. The velocity in the solid domain does
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not satisfy the rigidity condition at this stage. Rigid body translational and

rotational velocities, ~Us and ~ωs, respectively, are first obtained by conserving

linear and angular momentum in the solid domain:

Ms
~Us =

∫

ψ

ρs~U
n+1 dv (18)

Is~ωs =

∫

ψ

~r × ρs~U dv (19)

whereMs and Is are mass and moment of inertia of the solid body, respectively.

v is volume and ~r is the position vector relative to the center of mass of the

solid body. The moment of inertia tensor, Is, is given by:

Is =

∫

ψ

ρs[(~r · ~r)I − ~r ⊗ ~r] dv (20)

where I is the identity matrix. Numerical integration of Eq. (20) will be dis-

cussed later. Next, rigid body velocity is imposed inside the solid domain as:

~URBM = ~Us + ~ωs × ~r (21)

Applying Eq. (21) is equivalent to applying FSI force ~Fn+1
S inside the solid

domain at the next time level tn+1, where ~Fn+1
S is given by,

~Fn+1
S =

ρs
∆t

(~Un+1
RBM − ~Un+1) (22)

where, ~Un+1 is the solenoidal velocity proposed by the flow solver in Eq. (16).

3.2. Center of mass and moment of inertia tensor of the solid body

The solid body’s centroid is needed to evaluate both Is and ~URBM in Eqs. (20)

and (21), respectively. We discuss here how the centroid is numerically calcu-

lated for a solid body which is represented in an Eulerian mesh by a scalar,

or color function, ψ. We assume that the solid body has a uniform density, in

which case the center of mass and the centroid coincide. Centroid ~rc of a solid

body is computed by:

Ms~rc =

∫

ψ

ρs~ro dv (23)
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where, ~ro is the position vector relative to the origin of a fixed reference frame.

The integration in Eq. (23) is performed over cells that are: (a) fully filled with

solid phase, i.e. ψ = 1, and (b) partially filled with solid phase, i.e. 0 < ψ < 1.

The integration term in Eq. (23) can be written as:

∫

ψ

ρs~ro dv =
∑

full cells

ρs~rfVcell +
∑

partial cells

ρs~rpψVcell (24)

A B

C

D

EF

G

H

(a)

I

J

K

L

M

N

n̂ψ

L

(b)

Figure 1: (a) A Cartesian computational cell. (b) Intersection between the computational cell

and the plane IJKLMN, representing the solid surface. The volume of the cell occupied by

the solid phase is shown in yellow.

Here, Vcell is the volume of the computational cell, ~rf is the cell center and

~rp denotes centroid of solid phase in a partial cell. Calculating ~rp will need a

discussion here. Consider a computational cell shown in Fig. 1a. Suppose this

cell contains the solid interface. In a Piecewise-Linear-Interface-Calculation

(PLIC) scheme, this interface is approximated as a plane; see plane IJKLMN

shown in red in Fig. 1b. The orientation of the plane is n̂ψ = ∇ψ
|∇ψ| . The solid

phase resides in the volume lying below this plane (in the direction of n̂ψ). This

volume, shown in yellow in Fig. 1b, forms a polyhedron. Using the 3D geometric

constructs presented in [40], one can construct this polyhedron. ~rp appearing in

Eq. (24) denotes the centroid of this polyhedron. The centroid can be calculated
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by decomposing the polyhedron into a number of tetrahedrons and computing

the centroids of individual tetrahedrons. ~rp is then given by:

~rp =

∑

j

Vj ~rj

∑

j

Vj
(25)

where, Vj and ~rj are the volume and centroid position of the jth tetrahedron

and are given by:

Vj =
1

6

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

x1 y1 z1 1

x2 y2 z2 1

x3 y3 z3 1

x4 y4 z4 1

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

(26)

~rj =

(

1

4

4
∑

i=1

xi,
1

4

4
∑

i=1

yi,
1

4

4
∑

i=1

zi

)

(27)

where (xi, yi, zi), i = 1, 2, 3, 4 represent the coordinates of the tetrahedron’s

vertices.

The inertia tensor calculation will follow a similar approach. The integration

appearing in Eq. (20) is again performed over cells fully filled with solid and

cells partially filled with solid separately.

Is =

∫

ψ

ρs[(~r · ~r)I − ~r ⊗ ~r] dv

=

∫

full cells

ρs[(~r · ~r)I − ~r ⊗ ~r] dv +

∫

partial cells

ρs[(~r · ~r)I − ~r ⊗ ~r] dv (28)

The first term on the right hand side of Eq. (28) is due to the moment of inertia

(M.I.) of cubes. Here, we are assuming the computational cells to be cubes.

M.I. tensor [I ′ij ] of a cube, about the centroid ~rc of the solid body, is calculated

by using the parallel axis theorem.

I ′ij = Iij +Mcube(δij |~a|
2 − aiaj) (29)

where Mcube is the cube’s mass, δij is the Kronecker delta function and ~a =

~rf − ~rc, ~rf being the cube’s centroid. Iij is the cube’s M.I. about its own
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centroid, which is equal to (1/6)Mcube∆x
2δij . ∆x is uniform cell size in each

direction. The M.I. of the cube about the solid body’s centroid is then given

by:

I ′ij =
1

6
Mcube(∆x)

2δij +Mcubeδij |~a|
2 −Mcubeaiaj (30)

Now, the second term appearing on the right hand side of Eq. (28) is due

to several polyhedrons. To compute the M.I. of a polyhedron, we decompose

it into a number of tetrahedron, calculate the M.I. of individual tetrahedrons

and then add the individual M.I.s. Analytical formula provided by Tonon [52]

allows us to compute the M.I.s of individual tetrahedrons analytically. The

readers should be careful about a typo in the paper [52], where the expressions

for the tensor elements b′ and c′ are swapped.

Next, we will present the numerical approach to transport mass/momentum

and to compute the force terms appearing in the momentum equation (2).

3.3. Consistent mass and momentum transport

To handle large density ratios, for example ∼ 103 or higher, special numeri-

cal schemes need to be employed to transport mass and momentum. At the fluid

interface, the velocity is continuous, but due to sharp jump in density momen-

tum is discontinuous. Therefore, a high-order or centered cell-edge estimates of

the momentum near the interface can fail because the Taylor’s series expansion

of density is not valid in that region. Raessi [43] and Raessi and Pitsch [44]

showed that a central difference estimate of density at cell-face will result in

non-physical deformation of the interface only after a few time-steps into the

simulation. The situation is exacerbated at large density ratios. To handle large

density ratios we adopt the transport scheme proposed by Rudman [45]. Here

we overlay a twice as fine grid on top of the regular grid as shown Fig. 2. The

fine grid also has a staggered configuration; volume fractions (color functions)

are defined at cell centres and the velocities are defined at cell faces. To avoid

confusion, let us denote the color function at the regular grid by C and at the

fine grid by c. For our purpose, the color function C can be either F or Ψ. Here,
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we demonstrate a 2D example taken from [45], which has been extended to 3D

in the present work. Let us denote by (U ,V ) the velocity at the regular grid

and by (u, v) the velocity at the fine grid. The fine grid velocity components

acquire their values from the regular grid:

u2i+1/2,2j = Ui+1/2,j v2i,2j+1/2 = Vi,j+1/2

u2i+1/2,2j−1 = Ui+1/2,j v2i−1,2j+1/2 = Vi,j+1/2

u2i−1/2,2j = 0.5(Ui+1/2,j + Ui−1/2,j) v2i,2j−1/2 = 0.5(Vi,j+1/2 + Vi,j−1/2)

u2i−1/2,2j−1 = 0.5(Ui+1/2,j + Ui−1/2,j) v2i−1,2j−1/2 = 0.5(Vi,j+1/2 + Vi,j−1/2)

(31)

The color function c is updated on the fine grid by solving Eqs. (8) and (9).

In a three-phase configuration, e.g. solid/water/air, the transport equations (8)

and (9) are solved using an error minimization based VOF approach presented

by Pathak and Raessi in [40]. The color function C on the regular grid follows

from c using the following expressions:

Ci,j = 0.25(c2i,2j + c2i−1,2j + c2i,2j−1 + c2i−1,2j−1)

Ci+1/2,j = 0.25(c2i+1,2j + c2i,2j + c2i+1,2j−1 + c2i,2j−1)

Ci,j+1/2 = 0.25(c2i,2j+1 + c2i,2j + c2i−1,2j+1 + c2i−1,2j) (32)

The density on the regular grid are obtained from the color functions f and ψ.

ρi,j = fi,jρl + ψi,jρs + (1− fi,j − ψi,j)ρg

ρi+1/2,j = fi+1/2,jρl + ψi+1/2,jρs + (1− fi+1/2,j − ψi+1/2,j)ρg

ρi,j+1/2 = fi,j+1/2ρl + ψi,j+1/2ρs + (1− fi,j+1/2 − ψi,j+1/2)ρg (33)

Next, we will focus on the advection of momentum. Figure 3 shows an x-

momentum control volume (CV) located at (i+1/2, j) and bounded by edges at

(i, j) and (i+1, j), respectively. We will consider the momentum flux advection

at the (i + 1, j) edge of the CV during time step ∆t. The momentum flux

advection at the other three faces will follow the same suit. First the x-velocity

component U at the right edge at (i + 1, j) is interpolated using van Leer’s
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i − 1

2
i i + 1

2

2i− 1 2i− 1

2
2i

j −

1

2

j

j +
1

2

2j − 1

2j − 1

2

2j

Figure 2: The regular grid cell (i, j), shown in bold solid lines, is partitioned into four finer

grid cells shown with bold dashed lines. Also shown are indices of the cells at the two grid

sets. The figure is adopted from [45].

i i + 1

2
i + 1

U∆t

U

Solid

Fluid 1 Fluid 2

Figure 3: Momentum flux at the edge (i+1, j) of the (i+1/2, j) momentum CV is considered

here. The volume flux of each phase is made available by the color function transport at the

right edges of the fine grid cells (2i+1, 2j) and (2i+1, 2j−1). The yellow, blue and white areas

in the bold rectangle correspond to the solid, fluid 1 and fluid 2 volume fluxes, respectively.

The total mass flux, ∆m, is obtained by multiplying the volume fluxes of individual phases by

the corresponding densities and adding the results. ∆m is used to compute the momentum

flux at the edge (i+ 1, j) of the x-momentum CV.
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gradient [43, 53]. Near the interface, however, U is approximated by the upwind

value. The volume flux of each phase at the right edge is obtained by adding

the volume fluxes on the right faces of the fine grid cells at (2i + 1, 2j) and

(2i + 1, 2j − 1). The total mass flux ∆m at the right face of the momentum

CV in time ∆t is enclosed in the bold rectangle shown in Fig. 3. In the same

figure, the volume fluxes (δVs), (δVl) and (δVg) of the solid phase and the two

fluids, respectively, are represented by yellow, blue and white areas residing in

the bold rectangle. The mass flux ∆m is then given by:

∆m = (δVs)ρs + (δVl)ρl + (δVg)ρg (34)

The momentum flux donated by the momentum CV at (i+1/2, j) to the momen-

tum CV at (i+ 3/2, j) is then ∆mU . Following the momentum flux advection,

the x-velocity Ũ located at (i + 1/2, j) is obtained by dividing (ρU)i+1/2,j by

ρi+1/2,j . The density ρi+1/2,j is obtained from Eq. (33), where the color func-

tions are made available by F and Ψ at the fine grid. The same procedure is

extended to the momentum CVs of the other velocity components. Because the

same volume fluxes are used to update both mass and momentum, this proce-

dure establishes a tight coupling between the two and their transports. That

leads to a robust numerical scheme applicable to arbitrarily large density ratios.

The efficacy of this scheme is demonstrated in Section 4.1.

In the above, we used the density ρi+1/2,j to compute U after momemtum

advection. It is important to use the same density, computed from the fine

grid color functions, in the pressure Poisson equation (17) and in Eq. (16) while

applying the pressure. We have observed that using a density averaged as

(ρi,j + ρi+1,j)/2 in Eqs. (16) and (17) artificially produces large pressures just

in front of an advancing interface, which tends to push it back resulting in

non-physical interface topologies.
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3.4. Viscosity

If ρu∆x/µ ∼ O(1) or less, the effect of viscosity becomes important. As

presented in Eq. (11), we use a harmonic averaging approach [45, 54, 55] to

compute the coefficient of dynamic viscosity in any cell. The volume fraction

F in Eq. (11) is computed by adding the fine grid color functions as shown

in Eq. (32). As an example let us consider Fig. 2. The volume fraction at

regular grid location (i, j) is obtained from the fine grid locations (2i, 2j), (2i−

1, 2j), (2i− 1, 2j− 1), (2i, 2j− 1). Also, at regular grid corner (i+1/2, j+1/2),

the volume fraction is obtained from fine grid locations (2i, 2j), (2i + 1, 2j),

(2i+1, 2j+1) and (2i, 2j+1). The harmonic averaging approach avoids severe

acceleration of the lighter, less viscous fluid in the vicinity of the interface, as

noted by Rudman [45].

3.5. Surface Tension

Surface tension force is incorporated by implementing the balanced force al-

gorithm of Francois et al. [56]. The algorithm imposes an exact balance between

the pressure and surface tension, which is evident in Eqs. (16) and (17). The

surface force term is given by:

~FST = σκ∇f (35)

where σ is the coefficient of surface tension between the fluids and κ is the fluid

interface curvature:

κ = −∇ · n̂ (36)

n̂ =
∇f

|∇f |
(37)

In the discretized form, the above equations lead to the computation of interface

curvature at the center of each cell. The numerical implementation of the

balanced force algorithm for surface tension [56], however, requires the interface

curvature at the face of each interfacial cell. To compute the face-centered

curvature from the cell-centered values, a weighted averaging that is based on

the volume fractions is performed, which is explained with the following 2D
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•

Figure 4: Shown are two adjacent cells at (i, j) and (i+ 1, j). Curvatures κi,j and κi+1,j are

defined at the cell centers. The curvature κi+1/2,j at the cell face is computed by taking a

weighted average of κi,j and κi+1,j .

example. Consider a 2D, two-fluid configuration illustrated in Fig. 4, which also

shows the interface normal vectors located at the cell vertices along with the

cell-centered curvatures, κi,j and κi+1,j . To obtain the face-centered curvature,

κi+1/2,j , the following weighted averaging is used:

κi+1/2,j = (ω1κi,j + ω2κi+1,j)/(ω1 + ω2) (38)

where the weighting coefficients are a function of the volume fraction, F , as

given below

ω1 = 1−
∣

∣(2Fi,j − 1)3
∣

∣

ω2 = 1−
∣

∣(2Fi+1,j − 1)3
∣

∣ (39)

The weighting coefficient function is plotted in Fig. 5 against the volume

fraction F . As can be seen in Fig. 5, by performing such weighted averaging,

those cells with a volume fraction closer to 0.5 will contribute more to the

calculation of face-centered curvatures. In other words, the cell-centered curvature

of a cell that resides closer to the fluid interface is given more importance than

of those located further. We have found in our tests, not shown here, that

this approach yields better estimates of curvature, and consequently smaller

magnitudes of “spurious currents” near the interface. The extension of the
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Figure 5: The weighting coefficient function ω(F ) = 1− |(2F − 1)3| plotted against the

volume fraction F . The weighting function is used in computing an averaged face-centered

curvature via Eq. (38) and gives more weight to cell-centered curvatures located closer to the

interface.

above weighted averaging scheme to 3D is straightforward and was used in the

present work.
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4. Results

We now present an array of test cases which will assess the performance

of the proposed methodology. All the test cases except the first one employ

air/water as the two fluids. The water (subscript l) and air (subscript g) proper-

ties that were used in the simulations are: ρl = 1000 kg/m3, ρg = 1.226 kg/m3,

µl = 1.137× 10−3 kg/ms, µg = 1.78× 10−5 kg/ms, σ = 0.0728 N/m. Gravita-

tional acceleration g is 9.81 m/s2.

4.1. A dense drop moving in an ambient fluid

This test case was adopted from [44] to demonstrate the efficacy of the con-

sistent mass and momentum advection in simulations involving large density

ratios. We consider a spherical drop of fluid 1 with a radius of 0.1 initially

positioned at (0.25, 0.5, 0.5) in a 1 × 1 × 1 domain otherwise filled with fluid

2. The computational domain is discretized into 128× 128× 128 cells. Surface

tension, fluid viscosities and body forces in the momentum equation, Eq. 2, are

set to zero, and the density ratio is ρ1/ρ2 = 106. The drop is given an initial

velocity of (1, 0, 0) and its motion is simulated for a period of 0.5. The drop

should remain undeformed due to the large density ratio.

Simulations were performed using both the present consistent method and

a non-conservative formulation (see Raessi and Pitsch [44]). Figure 6a shows

the initial drop. Figures 6b and 6c show the drop at the end of the simulation

by a non-conservative formulation and the present method, respectively. The

non-conservative formulation causes non-physical deformation of the drop only

after few time steps due to error accumulation in the momentum transport. The

issue is exacerbated at large density ratios. The present consistent scheme is

well able to preserve the drop shape.
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(a) (b) (c)

Figure 6: (a) Initial drop of a dense fluid which is given an initital velocity of (1, 0, 0) and

simulated for a period of 0.5. The same drop at the end of a simulation performed by using

(b) a non-conservative formulation exhibiting non-physical deformations, and (c) the con-

sistent mass and momentum transport scheme where the drop shape is preserved. Density

ratio=106 : 1.

4.2. Dambreak: Collapsing water column

The present test case has been adopted from the experiments performed by

Martin and Moyce [57]. Here, a water column collapses under the influence of

gravity. This test case has been used by many to assess the performance of flow

solvers in the context of various methods, including VOF [58–62], Smoothed

Particle Hydrodynamics (SPH) [63, 64], Level Set [65, 66], Moving Particle

Semi-Implicit [67, 68], and others [69–71]. The initial width and height of the

dam are the same and equal to a = 0.05715 m. The computational domain is

60 cm× 10 cm× 10 cm. The snapshots of the simulation are shown in Fig. 7.

Figure 8 illustrates the non-dimensional position z/a versus non-dimensional

time τ = t
√

g/a, where z is the distance of the surge front from the left wall.

Simulations were performed at four resolutions and their results are plotted

against the experimental data of Martin and Moyce [57] in Fig. 8. It was noted

by Martin and Moyce [57, p. 314] that it was not possible to record the exact

time of the onset of motion, which presents an uncertainty with τ = 0. This

uncertainty was also recognized by other researchers, e.g., in [67, p. 1122], who

attributed the discrepancy between the numerical result and the experimental
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data [57] to “the difficulty in realizing the ideal initial condition of infinitely

sudden removal of front barrier”. To resolve this issue, the first experimental

data point at τ = t
√

g/a = 0.43 was identified as the “reference point”. Then,

only for the highest mesh resolution, the simulation data curve was shifted in

time just enough to establish a match between the reference point at τ = 0.43

and the computational data point at this mesh resolution. Next, exactly the

same amount of time shift, which corresponds to the data of the highest mesh

resolution, was applied to the computational results at coarser resolutions. That

means that the simulation data curves of the coarser mesh resolutions would not

necessarily match the experimental data point at τ = 0.43, i.e., the reference

point.

t
√

g/a = 0a

a
x

y

z

t
√

g/a = 1.31

z

t
√

g/a = 2.62

t
√

g/a = 3.93

Figure 7: Snapshots of the simulated collapsing water column.

Taking the computational result at the highest resolution, ∆x = 1/2560, as

the benchmark, the error in the non-dimensional surge front position, z̃ = z/a,

which is denoted by Ez̃, was computed using Eq. (40),

Ez̃ =
1

τf − τ0

∫ τf

τ0

|z̃num. − z̃bench.| dτ (40)

where, z̃num. and z̃bench. are the numerical and benchmark dimensionless surge

front positions, respectively. The calculation of error was carried out between

non-dimensional time of τ0 = 0.43 and τf = 6.4. The reason for using τ0 = 0.43

(as opposed to using τ0 = 0) was the time shift explained above. The error, Ez̃,

21



0 1 2 3 4 5 6
1

2

4

6

8

10

12

t
√

g/a

z
/
a

Experiment (Martin and Moyce [57])

Simulation, ∆x = 1/320

Simulation, ∆x = 1/640

Simulation, ∆x = 1/1280

Simulation, ∆x = 1/2560

Figure 8: The dimensionless surge front position versus dimensionless time in the collapsing

water column. Simulated results are plotted against the experimental data of Martin and

Moyce [57].

22



is presented in Table 1 at each mesh resolution. A first-order error convergence

is seen.

∆x Ez̃ order

1/320 5.80× 10−2

0.74

1/640 3.47× 10−2

1.10

1/1280 1.62× 10−2

Table 1: Error Ez̃ , defined in Eq. (40), associated with the non-dimensional surge front z/a

of the collapsing water column at different mesh resolutions.

4.3. Dambreak: Water column impact with an obstacle

Here, we present a dambreak problem where the collapsing water column

impacts a stationary obstacle. The free water interface undergoes large defor-

mation. The test case has been taken from Kleefsman et al. [46]. The exper-

iments were performed at Maritime Research Institute Netherlands (MARIN).

Figure 11a shows the initial setup. The dimension of the water tank is 3.22 m×

1 m × 1 m. The dimensions of the initial water column and the obstacle are

shown in Fig. 9. The water column is released at t = 0, which travels towards

the other end of the tank due to gravity. Figure 11 shows snapshots of the

numerical simulation at various times. Also shown is a slice at y = 0.475. The

simulation was performed for 6 s and a uniform finite volume grid consisting of

161× 50× 50 cells was used.

In the experiments, sensors were located in the water tank to measure water

height and pressure. The locations of the height sensors (H1-H4) are shown in

Fig. 9, and of the pressure sensors (P1-P8) are shown in Fig. 10. The simulated

height using the present method is compared with experiments at H2 and H4,

and is shown in Fig. 12. Also shown in the plots are the simulation results of

Kleefsman et al. [46]. Overall there is a good agreement between the present

simulation and the experiments. Present simulation is well able to capture the
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Figure 9: The dimensions of the intial water column (in blue) and the obstacle (in yellow) are

shown. Also shown the location of the water height sensors. Extracted from [72].
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Figure 10: Location of pressure sensors on the obstacle. Extracted from [72].

oscillations in the water height.

Figure 13 compares the simulated pressure against experiments at P1, P3,

P5 and P7. P1 and P3 sensors are located at the front face. The peak pressure

is well captured by the simulations at P1, but underpredicted at P3. The wave

returning at 4.7 s is evident by the pressure jump in both experiment and the

simulations. Locations P5 and P7 lie on the top face of the obstacle. A few

numerical spikes are visible in the pressure history of P5 and P7, both in the

present simulation and that of Kleefsman et al. [46]. The present simulation

shows a discrepancy for P7 pressure at ∼ 2 s. We found that the momentary

dip in the simulated pressure is due to an air void passing over the P7 location.

Overall there is a fair agreement between the simulations and the experiments.
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(a) t = 0 s

(b) t = 0.35 s

(c) t = 0.68 s

(d) t = 0.96 s

t = 0 s

t = 0.35 s

t = 0.68 s

t = 0.96 s
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(e) t = 1.28 s

(f) t = 1.43 s

(g) t = 1.72 s

(h) t = 2.98 s

t = 1.28 s

t = 1.43 s

t = 1.72 s

t = 2.98 s

Figure 11: Computational simulation results of a water column released at t = 0 impacting a

stationary obstacle. Also shown is a slice at y = 0.475.
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Figure 12: Water height history measured at (a) H4 and (b) H2 locations shown in Fig. 9.
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Figure 13: Pressure time history at locations: (a) P1, (b) P3, (c) P5 and (d) P7, depicted in

Fig. 10
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4.4. Free heave of a cylinder

Free heave of a cylinder was studied experimentally by Ito [73]. A cylinder of

radius a = 0.0762 m with a length of 2.5908 m was released into a rectangular

water tank from z0 = 0.0254 m above the free surface. The density of the

cylinder material was 500 kg/m3. The numerical water tank’s length and width

were set as 12.192 m and 2.5908 m, respectively. The water depth in the tank

was 1.2192 m. Since the cylinder is half as dense as water, its equilibrium

position aligns with the initial free surface of the water at z = 0. After being

released into the tank, the cylinder starts performing heaving oscillations. The

amplitude of the oscillations reduces over time as energy is radiated away from

the cylinder via waves, which can be seen in Fig. 14.

Four simulations were performed using mesh resolutions of 10, 20, 40, and 80

cells per radius (CPR) of the cylinder. At each resolution and throughout the

heave oscillations, the vertical position of the cylinder’s centroid was tracked in

time. The results are shown in Figure 15 in a dimensionless form, along with

the experimental result by Ito [73]. The agreement between the computational

results and the experimental data is very good, except at the coarsest resolution

of 10 CPR. Using the computational result at the finest resolution, 80 CPR, as

the benchmark, the error associated with the vertical position of the cylinder,

which is denoted by Ez̃, was computed at each resolution by following Eq. (40),

where z̃ = z/z0, τ = t
√

g/a, τ0 = 0, and τf = 35. The error Ez̃ is presented in

Table 2 at different mesh resolutions and shows first-order convergence.

resolution Ez̃ order

10 CPR 4.91× 10−2

1.19

20 CPR 2.15× 10−2

1.54

40 CPR 7.38× 10−3

Table 2: Error Ez̃ , defined in Eq. (40), associated with the vertical position of the heaving

cylinder at different mesh resolutions.
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Figure 14: The heaving cylinder shown at the dimensionless time t
√

g/a = 24.37, which was

released from an initial height. Waves radiating away from the cylinder are visible.
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Figure 15: Vertical position of a freely heaving cylinder released from an initial height.
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Using the potential flow theory, Maskell and Ursell [74] studied the free

heave of a cylinder and developed an analytical model for the heave response.

Figure 16 shows a comparison between the theoretical model [74], experiments

by Ito [73], and our simulation results with the finest mesh resolution of 80 CPR.

Note that the theoretical model [74] assumes small amplitudes of oscillations,

i.e., a small initial height, while the initial height of the cylinder in the experiments

[73] and our simulations was a/3. Despite the apparent difference in the range

of the initial height, the theoretical response shows a good agreement with

the simulated and experimental responses. That can suggest that the flow

in the experiments and simulations is still close to the linear regime, where

the nonlinear and viscous effects still remain small. As seen in Fig. 16, the

theory [74] slightly over-predicts the heave response possibly because it neglects

these small nonlinear and viscous effects.
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Figure 16: Vertical position of a freely heaving cylinder released from an initial height.

Comparison is shown between the responses obtained from potential flow theory [74], present

simulation and experiments [73].
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4.5. Free roll of a rectangular cuboid barge

We now test the accuracy of the proposed method in capturing rotational

motion of a rigid body. The test case presented here is based on experiments

conducted by Jung et al. [75]. A rectangular cuboid barge 0.9 m long, 0.3 m

wide and 0.1 m high is half submerged in a water tank. The water tank is 12 m

long and 0.9 m wide; the water depth is 0.9 m. The barge is only allowed to

rotate about an axis parallel to the y-axis and passing through the centroid of

the barge. The density of the barge is 1049 kg/m3 and is given an initial incli-

nation of 15◦ as shown in Fig. 17a. The torque generated due to hydrodynamic

forces causes roll motion in the barge. The roll amplitude decreases over time

as the energy is damped and radiated away via waves.

Figure 17 shows the snapshots of the rolling barge at different times. The

barge motion was simulated at four mesh resolutions that resolved the barge

width (0.3 m) by 30, 60, 120 and 240 cells, respectively. Figure 18 shows the

time history of the barge inclination angle obtained by our simulations at dif-

ferent mesh resolutions, by a simulation performed by Calderer et al. [76], and

by the experiment of Jung et al. [75]. The simulations, both ours and that of

Calderer et al. [76], overpredict the inclination angle compared to the exper-

iment. However, the present simulation agrees very well with the simulation

performed by Calderer et al. [76]. As argued by Calderer et al. [76], the sup-

pressed response in the experimental results is attributed to the specific damping

of the experimental apparatus, which was not known a priori, and was not taken

into account in the computational simulations. Calderer et al. [76] performed

additional simulations by adding an artificial damping and verified the above

argument, which was not done in the present study.

Using the results of the finest resolution, 240 cells per width (CPW) of the

barge, as the benchmark, the error associated with the inclination angle, which
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Figure 17: Snapshots of a rolling rectangular barge released from an initial inclination angle

of 15◦.

is denoted by Eθ, was calculated via Eq. (41) for each mesh resolution.

Eθ =
1

tf − t0

∫ tf

t0

|θbench. − θnum.| dt (41)

where, t0 = 0 s, tf = 3.5 s, θbench. and θnum. are, respectively, the benchmark

and simulated inclination angle (in degrees) of the barge. Table 3 reports

the error Eθ at various mesh resolutions. As the mesh is refined, first-order

convergence is observed. It would appear from the error table that the results

obtained at 30 and 60 CPW are almost equally close to the benchmark. However,

by closely observing Fig. 18, it is seen that two different types of errors are

present in each case: the results at 30 CPW suffer from phase shift errors, which

are most visible after 2.5 s, while the 60 CPW results exhibit errors mainly in

the amplitude of oscillations.
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Figure 18: Time history of the inclination angle of the rolling rectangular cuboid barge, shown

in Fig. 14, obtained by the present methodology at 30, 60, 120 and 240 cells per width (CPW)

of the barge, and comparison with the experiments conducted by Jung et al. [75] and the

computational simulation performed by Calderer et al. [76].

resolution Eθ order

30 CPW 3.12× 10−1

0.03

60 CPW 3.05× 10−1

1.19

120 CPW 1.33× 10−1

Table 3: Error Eθ, defined in Eq. (41), associated with the inclination angle in the free roll

motion of a rectangular cuboid barge at different mesh resolutions.
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4.6. Free heave of a sphere

Next, we present the decaying heave motion of a spherical buoy. This prob-

lem has been studied experimentally, e.g., in [77, 78]. We adopted the experi-

ments of Beck and Liapis [78], where a sphere with a radius of a = 0.254 m is

released from an initial height of z0 above the free water surface. The density

of the sphere is 500 kg/m3. Therefore the equilibrium position coincides with

the initial free surface location, z = 0. The experiments were performed in

the Ship Hydrodynamics lab at the University of Michigan. The towing tank’s

specifications available at [79] were used for our numerical tank. Both length

and width of the numerical tank were set at 13 m. The water depth was set

at 3.2 m. After being released from the initial position, the sphere begins to

perform oscillations, the amplitude of which dissipates over time. Simulations

using the proposed methodology were performed for z0 = a/3. Figure 19 shows

a snapshot of the computational result at a dimensionless time of t
√

g/a = 21.7.

The time history of the heaving sphere’s centroid is presented in Fig. 20. The

figure shows the results obtained from two simulations performed at the resolu-

tions of 10 and 20 cells per radius (CPR) of the sphere. A comparison between

the computational results and the experimental [78] and analytical [80] results

are also presented in Fig. 20. The 10 CPR resolution does not capture the

oscillation peaks well, but at the 20 CPR resolution, the agreement with the

experimental and analytical results improves significantly.

It should be noted that a comparison between the experiments and simulations

might not be exactly proper here because of the difference in the initial height

of the sphere. The initial height in the experiments by Beck and Liapis [78]

was a/10 in contrast to a/3 chosen in our simulations. The reason for such

a choice was computational feasibility, because resolving a small initial height

of z0 = a/10 with an adequate number of grid points (e.g., six) leads to vast

memory requirements. Nevertheless, as seen in Fig. 20, despite the larger

initial height, the numerical solutions still follow the experimental and analytical

responses. The experimental response seems to match well the analytical response

model of Damaren [80], which assumes small amplitudes of oscillations and a
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potential flow in the linear regime. From the results presented in Fig. 20, it can

be argued that a larger initial height of z0 = a/3 used in the simulations still

leads to a linear flow regime.

t
√

g/a = 21.70

Figure 19: A snapshot of the computational result for the heave oscillations of a sphere released

from an initial height.
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Figure 20: Dimensionless vertical position of a freely heaving sphere released from an intial

height, z0, obtained from the present simulations at two resolutions of 10 and 20 cells per

radius (CPR), and the comparison with the experimental and analytical results.
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4.7. Water entry of a freely falling 3D wedge

Here we simulate the water entry of a 3D wedge. Compared to the earlier

test cases, the solid object has more complicated geometry and large velocity

and pressure gradients are generated when the wedge keel impacts the free water

surface. This test case was borrowed from the experiments of Yettou et al. [81].

The wedge has a square top 1.2 m×1.2 m and deadrise angle of 25◦. The weight

of the wedge is 94 kg corresponding to a density of 466.6 kg/m3. The wedge

is initially positioned 1.3 m above the free water surface and there is a gap of

0.4 m between the wedge’s vertical sides and water tank’s lateral walls. The

wedge is released into a water tank that is 12.0 m long and 2.0 m wide. The

water depth is 1 m.

Figure 21 shows snapshots of the free fall and water entry of the wedge. The

images also include the velocity vectors at the mid-plane normal to the y-axis.

Vortices can be clearly seen in the wake of the wedge during its fall in the air;

see Fig. 21b. The vortices are shed away from the wedge after its impact with

the water surface. The wedge velocity and position have been plotted in Figs. 22

and 23, respectively, alongwith the experimental data of Yettou et al. [81]. The

computational results include two uniform mesh resolutions resolving the wedge

length (1.2 m) by 60 and 120 cells. In Fig. 22, we observe that the simulated

wedge velocity is in good agreement with the experiment. The wedge position,

in Fig. 23, is captured very well by the simulation when the wedge is falling in

air. After the impact with water occurs, the simulation slightly underpredicts

the water penetration length and the simulated wedge remains less submerged

in water when compared with the experiment. Overall there is a fair agreement

between the simulations and the experiment.

It is worth mentioning that the same test was simulated by Calderer et al. [76]

using an immersed boundary method. There the hydrodynamic forces acting

on the rigid body were calculated by explicit integration of surface forces, which

led to diverged solutions. To ensure convergence they had to resort to strong
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coupling that involved 4-5 subiterations in each time-step. Hu and Joseph [21]

and Fekken [22] have stated earlier that an explicit coupling of fluid and rigid

body motion, where the forces are computed explicitly, can lead to numerical

instablities. The methodology presented in the present paper is based on an im-

plicit coupling of fluid/rigid body momentum equations. The forces on the rigid

body are not calculated explicitly, but introduced implicitly in the form of rigid

body velocities after solving simultaneously the momentum equations for fluid

and the the rigid body. The implicit formulation makes the new methodology

stable and it posed no convergence issues while simulating the present test case.
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(a) t = 0 s
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(b) t = 0.5 s
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(c) t = 1.05 s

(d) t = 1.6 s

Figure 21: Snapshots of a freely falling 3D wedge impacting the water surface, and subse-

quently floating.
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Figure 22: Velocity of a freely falling wedge entering the water, obtained from present simu-

lations at resolutions of 60 and 120 cells per length (CPL) of the wedge, and the comparison

with the experimental data of Yettou et al. [81].
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Figure 23: Position of a freely falling wedge entering the water, obtained from present simula-

tions at the resolutions of 60 and 120 cells per length (CPL) of the wedge, and the comparison

with the experimental data of Yettou et al. [81].
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4.8. Interaction of multiple moving rigid bodies with waves

In the previous test cases, we have demonstrated the accuracy of the new

methodology in capturing the interaction between two fluids and a single rigid

body in both translational and rotational degrees of freedom. Now we present a

numerical simulation of multiple rigid bodies interacting with waves. Two rigid

bodies are representative examples of ocean wave energy converters (WECs);

see Fig. 24. One is a flap type WEC, which can rotate about an axis passing

through its base; the other is a point absorber spherical buoy that floats on the

free surface. The third rigid body is the wave maker on the left. The numerical

wave tank is 12 m long and 0.6 m wide. The water depth is 0.6 m. To generate

waves we use a piston type wave maker that is 0.1 m × 0.6 m × 0.9 m and is

initially located at x = 0.15 m. The wave maker is prescribed a velocity in x−

direction as:

V =
S

2

2π

T
sin

(

2πt

T

)

(42)

where, stroke S = 0.064 m and time period T = 1 s. The flap-type WEC has

a cuboid part of dimensions 0.1 m × 0.6 m × 0.3 m. Below the cuboid there

is a semicylinder base of radius 0.1 m and is located at x = 6 m. The spher-

ical buoy has a radius of 0.1 m and is located at x = 7.0 m half submerged

in water. The sphere has a single degree of freedom in the vertical direction.

The density of both WECs is 500 kg/m3. The computational domain, which is

12 m× 0.6 m× 1.0 m, is resolved using 1200× 60× 100 cells.

Figure 24 shows snapshots of the simulation at various times. The waves

cause rotational motion in the flap-type WEC and heave motion in the point-

absorber WEC. The position of the heaving buoy and the roll angle of the

flap-type WEC are plotted in Figs. 25 and 26, respectively. Such motions can

be used to harness ocean wave energy using power take-off devices. Snapshots

at t = 12.15 s and t = 16.65 s show that the waves become strongly nonlinear in

the downstream of the flap-type WEC. As the waves around the sphere increase
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in height, they break around it further adding to the wave’s nonlinearity.

t = 0 s

x

y
z

t = 4 s

t = 7.2 s
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t = 12.15 s
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Figure 24: Snapshots of interaction between multiple moving rigid bodies with waves.
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Figure 25: Position of the heaving spherical buoy, shown in Fig. 24, in response to waves.
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Figure 26: Roll angle of the flap-type WEC, shown in Fig. 24, in response to waves.

5. Summary and conclusion

We have presented a 3D fully Eulerian implementation of the fictitious do-

main method to study the interaction between two-fluid flows and moving rigid

bodies. The proposed methodology is quite general and applicable to a variety

of applications with fluid-solid interaction. In this work, however, our focus is

on wave energy converters, and by considering two fluids we take into account

the effect of air which can cause significant energy dissipation via formation

of large dipoles in wave simulations. Unlike many numerical models for WEC

simulations, we solve the full Navier-Stokes equations, thereby capturing the

nonlinear phenomena and large topographical changes in the free water surface,

which are critical to the WEC response.

Special numerical schemes were adopted to enable simulations of two flu-

ids of arbitrarily large density ratio interacting with moving rigid body. Two

color functions were used to track the rigid body and the fluid-fluid interface.
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Interface reconstruction in three-phase cells was performed using an error mini-

mization based VOF method [40]. A consistent mass and momentum transport

scheme was adopted to handle large density ratios (e.g. air/water systems). The

fluid-structure interaction was captured by the fast fictitious domain method of

Sharma and Patankar [17], which solves a combined fluid and structure mo-

mentum equation. The method is implicit in nature and does not involve ex-

plicit integration of hydrodynamic forces on the boundary of the structure. The

implicit formulation makes the proposed methodology numerically stable (as

demonstrated in Section 4.7)

The proposed methodology was assessed using an array of test cases. First,

the efficacy of the consistent mass and momentum transport and the ability of

the solver to perform simulations involving large interfacial deformations was

demonstrated. The remaining test cases assessed the accuracy with which the

interaction between two-fluid flows and a moving rigid body is captured. Finally,

a numerical simulation was presented where waves generated by a piston-type

wave maker interacted with two different WECs. Oscillatory motion induced

in the WECs as a result of this interaction was presented. The motion can be

used to harness ocean wave energy using power take-off devices.
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